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NASTRAN: USERS' EXPERIENCES 

Cormpendim of papers prepared fo r  the  Fourth NASTRAN Users' Colloquium 

September 9-11, 1975 

NASA Langley Research Center 

FOREWORD 

NASTRAN (NASA - -  STRUCTURAL ANALYSIS) i s  a k r g e ,  comprehensive, nonproprie- 

It can be obtained through COSMIC (Computer Software Management 

tary, general-purpose finite-element computer Lode f o r  s t ruc tura l  analysis 
which was developed under NASA sponsorship and became available t o  the  public 
i n  l a t e  1970. 
and Information Center), Athens, Georgia, and is  widely used by NASA, other 
government agencies, and industry. 

NASA provides continuing maintenance and improvement of I'KTRAN through a 
NAS'I'RAN Systems Management Office (NSMO) located at Langley Research Center. 
Because of the widespread in t e re s t  i n  NASTRAN, NSMO organized the Fourth 
NASTRAN Users' Colloquium a t  Langley Research Center, September 9-11, 1975. 
(Papers f rca  previous colloquiums held i n  1971, 1972, and 1973 are published i n  
NASA Technical Memorandums X-2378, X-2637, and X-2893, respectively.  ) The 
Fourth Colloquiim. provided a comprehensive review of t he  current s t a tus  of 
IVASTRAN, future  capabi l i t i es ,  unique applications,  operational enhancements, 
and new approaches i n  i t s  use. 

Individuals act ively engaged i n  the  use of NASTRAN were invi ted t o  prepare 

Only a l imited e d i t o r i a l  review was provided t o  achieve reasonably 
papers fo r  presentations a t  the  colloquium. 
volume. 
consistent format and content. 
s i b i l i t y  of the authors and t h e i r  respective organizations. 

These papers are included i n  t h i s  

The opinions and da ta  presented are the  respon- 

Deene J. Weidman, Manager 
NASTRAN Systems Mandgement Office 
Langley Research Center 
Hampton, va. 23665 
September 1975 
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NASTRAN STATUS AND PLANS 

Deene J.  Weidman 
NASA Langley Research Center 

N75 31486 
SUMMARY 

Current s t a t u s  and fu ture  NASA plans f o r  t he  NASTRAN program are 
presented and discussed. 
extent of NASTRAN use throughout the  world. 

Information is a l s o  presented t o  ind ica te  the  

INTRODUCTION 

U s e  of the NASTRAN s t r u c t u r a l  ana lys i s  computer program has become 
widespread s ince i t  was released t o  the  public i n  1970. 
report  on NASA's plans f o r  NASTRAN w a s  presented two years ago. 
1.) Since then, some fundamental changes have occurred both i n  technical  
aspects  of the  program and j.n NASA management pol ic ies .  
marizes the  current s t a t u s  and NASA plans regarding the  use, i.m?rovement, 
maintenance, and dissemination of IWTRAN. 

The last s t a t u s  
(See r e f .  

This paper sum- 

CURRENT STATUS OF NASA ACTIVITIES 

NASA's e f f o r t s  are managed through the  NASTRAN Systems Management 
Office (NSMO), which serves as a focal  point f o r  dissemination of NASTRAN 
Information. The a c t i v i t i e s  of t h i s  o f f i c e  are discussed subsequently i n  
four d i f f e ren t  categories:  use, improvements, maintenance, and dissemina- 
t ion.  

Use 

To get  a be t t e r  de f in i t i on  of NASTRAN use, 1200 Newsletter Addreeo 
Up-dating forms were sent  t o  users  i n  May, i974. R e s u l t s  from the  455 
responses t o  tha t  survey are shown i n  f igure  1. 
known computer i n s t a l l a t i o n s  of the  program is 269. Each respondee 
was asked t o  estimate the number of u se r s  a t  h i8  in s t a l l a t ion .  and an 
average number of users  w a s  determined from a l l  of t ha t  company's respon- 
dees. Based on t h i s  process, the  responding organizations have approxi- 
mately 2300 users. 
the  newsletter,  these numbers a r e  probably conservative. One s igni f icant  
f a c t  is  the  'wge  number of nonaerospace users tha t  appear. 

The t o t a l  number of 

Since not a l l  users  responded and not a l l  users get 

1 



Survey r e s u l t s  showing estimates of NASTRAN computer usage by the 
respondees i n  CPU hours/month are shown i n  f igu re  2. 
d i s t r ibu t ion  of t he  number of u se r s  among various categories .  A t o t a l  
of Over 5000 CPU hours per month are being used on NASTRAN a c t i v i t i e s ,  
with over 3/4 of this computer use being from nongovernment and non- 
aerospace users .  The estimated number of users ,  however, lnd ica te  more 
persons i n  the  government and aerospace categories. 

Also shown is the  

Improvements 

A broad overview of current  Improvements f o r  NASTRAN is diagramed 
Since the  las t  public release l eve l ,  Level 15.5, a la rge  i n  f igure  3. 

number of improvements have been completed and are undergoing rests. 
These improvements were defined i n  some cases as long ago as the last  
NASTRAN colloquium, and w i l l  be included i n  Level 16. They include: 

(1) S t a t i c  ana lys i s  using cyc l ic  symmetry (Rigid Format 14) 

(2) Normal modes ana lys i s  using cyc l i c  symmetry (Rigid Format 15) 
(3) Isoparametric s o l i d  hexahedra elements, CLHEXi 

(4) Subsonic modal f l u t t e r  ana lys i s  (APP AERO, Rigid Format 10) 

( 5 )  S t a t i c  ana lys i s  with d i f f e r e n t i a l  s t i f f n e s s  (Improved Rigid 

(6) Noma1 mode ana lys i s  with d i f f e r e n t i a l  s t i f f n e s s  (Rigid 

(7) Axfsynunetric so l id  of revolution elemeqts, TRIM and TRAPAX 

(8) Ident ica l  element matrix generation (CNGRNT Feature) 

(9) Fully s t ressed  design (OPTPRl and OPTPR2 Modules) 

(10) Element s t r a i n  energy and gr id  point force  balance 

(11) Complex modal displacement p l o t s  (CMODAL P lo t  Option) 

Format 4) 

Format 13) 

(GPFDR Module) 

The f i r s t  four of these are mentioned i n  r e f .  2 and are discussed else- 
where. The spec i f i c  content of the  last seven improvements is presented 
i n  d e t a i l  i n  re f .  2, and is not discussed i n  the  present paper. 

Additional improvements ident i f ied  as current  improvements on f ig-  
u r e  3 w i l l  a l s o  be incorporated i n  Level 16 before i t  is released. E s t i -  
mated re lease  da t e  for  Level 16 is now March 1976. The most important 
of these current: improvements a r e  discussed i n  two papers i n  the pro- 
ceedings (refs .  3 and 4). Final ly ,  there  are a l s o  some planned improve- 
ments tha t  are i n  progress o r  j u s t  beginning development and w i l l  not 
be ava i lab le  i n  time fo r  Level 16 release. They w i l l  be incorporated i n  
a post-Level 16 re lease  and a re  ident i f ied  i n  a later sect ion of t h i s  
paper. 

2 



Maintenance 

As also shown on figure 3, error correction and dissemination by 
NASA is continuing and now embodies an Error Correction Information 
System (ECIS) that allows users to receive information more quickly on 
all reported errors. 
ceeding's paper (ref. 5). 

This system is described in still another pro- 

Dissemination 

Since the last colloquium, NASA has implemented a new policy on dis- 
semination of technology, including computer software, called FEDD (For 
Early DUmebtiC Dissemination). This policy requires early dissemination 
to domestic users of any technology having significant commercial poten- 
tial and which was developed at gov,rnment expense. It also requires 
that such information be controlled for a period (typically two years) 
before foreign dissemination is permitted. NASTRAN levels above Level 
15.5 are currently designated as "FEDD" information and therefore will 
be constrained from foreign distribution for a two-year period. The 
possibility of quid-pro-quo exchanges still exist, when it is to the 
advantage of the government. 

Another important new NASA decision is to lease NASA funded software 
to domestic corporations at a yearly rate sufficient to support a portion 
of the maintenance costs of the software. Leases will be written to 
restrict the use of the software to a specific computer at a definite 
location and thus, facilitates the necessary control of dissemination of 
future levels, designated as FEDD. The entire leasing arrangement is 
handled for NASA by the Computer Software Management Information 
Center (COSMIC) at the University of Georgia. In the case of NASTRAN, 
levels that are not designated as FEDD information will be leased over- 
seas at higher fees to recoup some of the large development costs of 
the present NASTRAN system. 

CURRENT AND PLANNED IMPROVEMENTS 

NSMO has three current improvements in progress. They are shown in 
figure 4, are nearing completion and, after testing, will be incorporated 
into Level 16 before it is released. 
DMAP language improvements are discussed in references 3 & 4. 
users also wanted more complete checks to be made on the condition of 
generated matrices before and during decomposition not after. 
conditioning checks and accuracy estimates are being completed and 
also will be incorporated in Level 16 before it is released. 

The automated substructuring and 
NASTRAN 

These 

3 



Also shown i n  f igure 4 are a number of planned improvements t ha t  a r e  
These capa- scheduled for  i n s t a l l a t i o n  i n  the next leve l  a f t e r  Level 16. 

b i l i t i e s  include: 

1. The FEER method of eigenvalue extract ion (see re f .  6): 

This f a s t  t r idiagonal  modal reduction has been extended t o  
complex e igenvahe  problems and t o  allow spec i f ica t ion  of 
frequency ranges t o  be searched. This capabi l i ty  is being 
prepared fo r  i n s t a l l a t ion .  

2. Supersonic f l u t t e r  and gust response: 

. j  " .  . ,  

, 

1 
i 

I 

4 

The aerodynamic theories  include pis ton theory, s t r i p  theory, 
and Mach box theory. The calculat ion of gust loads and t h e i r  
power spec t r a l  densi ty  is included, and Fourier transform 
modules have been added. For a more de ta i led  discussion of 
t h i s  capabi l i ty ,  see references 7 a-d 8. 
f l u t t e r  and gust reaponse package is nearly complete, and 
incorporation i n  a standard NASTRAN l eve l  w i l l  commence soon. 
Some improvements t o  the  previously completed subsonic f l u t t e r  
capabi l i ty  have a l so  been developed under contract .  

The supersonic 

3. A NASTRAN da ta  generator: 

A general  program t o  generate NASTRAN input data  from a mini- 
mum of geometric information w i l l  be contracted f o r  and 
in s t a l l ed  within NASTRAN, possibly i n  a l i n k  by i t s e l f .  This 
e f f o r t  is j u s t  s t a r t i ng .  

4. Some new NASTRAN elements: 

A. A r i g i d  element w i l l  be added t o  allp general connection of 
a number of gr id  points  with a va r i e ty  of degrees of freedom. 
This element would e s sen t i a l ly  allow constraint  equations to  
be generated. 
debugged. 

The element is generated and current ly  being 

B, Two new r ing  elements w i l l  be added ( t r iangular  and trapezof- 
dal)  . 
metric loads and ca lcu la te  the  higher harmonics. 
ments are a l s o  being debugged. 

These axisynmrctric elements would allov. nonaxisym- 
These ele- 

C. A 6-node t r iangular  membrane element w i l l  be added tha t  w i l l  
have l i n e a r  varying s t r a i n  and allow f o r  l i nea r  thickness 
and temperature var?ations.  This element is cur ren t ly  being 
checked out i n  a stand-alone version. 

D. A 6-node p l a t e  banding element is being developed tha t  w i l l  
allon a higher order bending dieplacement. (See re f .  9 . )  



This element would a l s o  allow a l i n e a r  var ia t ion  In thlck- 
ness and temperature and is being checked out i n  a stand- 
alone version. 

5.  Automated modal synthesis: 

Representing a portion of a s t ruc tu re  by means of its natu- 
ra lmodes is a common need of nanv Jsers. This capabi l i ty ,  
sometimes tarmzd automated modal b;,itheSiS, has only been 
defined and no Gevelopment work has been s t a r t ed .  

All five of these planned improvements w i l l  be received a f t e r  L e v e l  
There are several  other small 16 is frozen but w i l l  be ava i lab le  later. 

improvementp beyond the  f i v e  l i s t e d ,  but these are not defined suf f ic ien t -  
l y  fo r  l i s t i n g  . 

Also nc'ed i n  f igure  4 is the  continual need f o r  NASTRAN changes to 
keep abreast  of computer hardware and operating system software develop- 
ments. The required changes to  NASTRAN caused by a new operating system 
on the  IBM computers or a new compiler on the  CDC computers are examples 
of recent changes of t h i s  type. 
necessary f o r  NASTRAN t o  remain s t a t e  of the  art. 

This 2f for t  is hard t o  predict  but is 

FUTURE DEVELOPMENT PRCCESS 

NASA plans for  f u t u r e  development of NASTRAN beyond Level 17  are not 
defined. 
procedures for  new development 
t ra ted  i n  f igure  5 .  
new capab i l i t i  . they need. Wher. a new development is complete and ver i f ied  
as correct  by the  developer, new decks and ALTCRS t o  NASTKAN subroutines 
requiring modification would be subrr i ted t o  the  NSMO fo r  possible incot 
poration iiito the next standard l eve l  of NASTRAN t o  be released. As a 
potent ia l  guide f o r  possible f u t u r e  cooperative development a c t i v i t i e e ,  an 
Interface Requirements Document is being prepared by the maintenance con- 
t rac tor .  This document w i l l  def ine general requirements ( U O ,  s t r e s s  recov- 
ery, data  card recognition, e tc . )  and coding standards t o  f a c i l l t a t e  ins ta l -  
l a t i on  of new capabi l i ty  Into the  NASTRAN system. 

If expanding user netds cannot be s a t i s f i e d  by NASA, cooperative 
Such a process is i l l u s -  night be needed. 

1ndividua.L w z r s  would def ine,  develop, and evaluate 
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CONCLUDING REMARKS 

NASTRAN statu8 and plans have been described and can be summed up with 
the following observations: 

1. 

2. 

3. 

4. 

5.  

Use is widespread and growing. 

Major improvements t o  the  code (Level 16) and t o  the  error communi- 
cat ion process (ECIS) are at  hand. 

Plans f o r  capabi l i ty  t o  be included in Level 1 7  are being completed. 
Future plans beyond Level 17 are not defined. 

Future dissemfnation procedures w i l l  be d i f f e ren t ,  with leasing,  
higher cos ts ,  and FEDD cons t ra in ts  being applied. 

A possible cooperative pooling of user developed improvements is 
suggested as a means for continued enhancement of NASTRAN 
capabi l i t i es .  

i 
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A SURVEY OF NASTRAri IMPROVEMENTS SINCE LEVEL 15.5 

John R. McDonough 
pJ75 9 1 4 8 7  

Computer Sciences Corporation 

SUMMARY 

Since the l a s t  publ ic release of NASTRAN (Level 15.5), several improve- 
ments and new capabi l i t ies  have been developed and ins ta l l ed  i n  intermediate 
levels and are being analyzed and evaluated. This paper presents a survey o f  
current improvements t o  the program. 

INTRODUCTION 

Previous discussions o f  some o f  the improvements t o  NASTRAN have already 
been presented. These are: two axisymmetric solut ion techniques f o r  ident ica l  
structural  segments ca l led Stat ic  Analysis Using Cyclic Symetry f o r  APP DISP, 
Rigid Format 14 and Normal Pbdes Analysis Using Cyclic Symnetry f o r  APP DISP, 
Rigid Format 15 (Reference l ) ,  the inclusion o f  a l i b r a r y  o f  l inear-, quadratic-, 
and cubic-isoparametric sol i d  hexahedra f o r  DISP and HEAT Approaches cal led 
CIHEXl , CIHEX2, and CIHEX3, respectively (Reference 2) , and a subsonic 
aeroelastic capabi l i ty  ca l led Modal F lu t te r  Analysis f o r  APP AEW, Rigid 
Format 10 (Reference 3). 

Improvements i n  operational eff iciency, such as matrix handling and proces- 
sing (Reference 4), are not discussed here since t h i s  paper w i l l  h igh l ight  basic 
features which the user w i l l  implement t o  gain access t o  a specif ic capabil i ty. 

Other improvements (Reference 5) which have not been previously discussed 
are: an improved d i f f e ren t i a l  stiffness technique (APP DISP, Rigid Format 4) ,  
a new normal modes wi th  d i f f e ren t i a l  s t i f fness  r i g i d  format (APP DISP, Rigid 
Format 131, the inclusion of two axisynmetric sol ids o f  revolut ion elements t o  
the NASTRAN : ibrary (TRIAAX and TRAPAX), an ident ical  element matrix generator 
(CNGRNT) an experimental property optimization technique (Ful ly Stressed 
k s i  n), two new s t a t i c  analysis output features t o  p r i n t  element s t ra in  energy 
(ESE! and g r i d  point  force balance (GPFBRCE), and the a b i l i t y  t o  p l o t  complex 
modal deformations (CWDAL). 

11 



SThTIC WLYSIS WITH DIFFERENTIAL STIFFNESS RIGID FOWT 
* &  

h i  { 

The ppevious d i f fe ren t ia l  s t i f fness  technique (Reference 6) uses the in te r -  
nal element forces obtained fmn! the l inear  s t a t i c  solut ion t o  compute the 
indiv idual  element d i f f e ren t i a l  s t i f fness matrices. This technique i s  based on 
the assumption tha t  the in ternal  load i s  a l i nea r  mul t ip le  o f  the applied load 
and remains f i xed  i n  magnitude and di.-ectfon. Thus the ef fects  o f  nonl inear i ty 
on large displacement responses were approximated by a series of applied load 
factors. 

Another approach (Reference 7) t o  solve the d i f f e ren t i a l  s t i f fness problem 
i s  t o  i t e r a t e  the displacements t o  compute the d i f fe ren t ia l  s t i f fness m a t r i x  K! by 

s 

(1) I d [K + K (ut)]  {Uf+13 = { P I  
1 

where ui and ui+l are the set o f  displacements a t  two successive i terat ions, K i s  
a s t i f fness matrix, and P i s  a load vector. l o  avoid a decomposition of f 

t 
f 
I 

CK + 8 ( U i ) I  

a t  each i terat ion,  [Kd (u,)] i s  removed frcun the l e f t  hand side and i s  replaced 
wi th  the term [Kd (u,)] t o  give 

(2) 

(3) 

d [K + K (ue)] {Ui+13 {PI + [Kd (u,) - Kd (u,)] {ut} 
or 

d d (K + K (u,)] {U i+ l )  = {PI + [K (U,-Ui)] { U i I  

where Ue i s  an estimate i n i t i a l i y  equal t o  the l i nea r  e las t i c  solution. Mith 
t h i s  technique the internal  loads may change due to d i f f e ren t i a l  s t i f fness  
effects so tha t  the so lut ion i s  not l i nea r l y  re la ted t o  the applied load. Thus 
equation (3) t reats  the change i n  di f ferent ia l  st i f fness as a load correction. 

Three P A W t e r s  are provided t o  control the i t e r a t i v e  process. The f i r s t ,  
BETAD, l i m i t s  the ncnnber of load corrections before adjusting the d i f fe ren t ia l  
st i f fness. The second, M, l i m i t s  the cumulat ive number o f  i terat ions.  Thus 
load correction i terat ions cen be performed up t o  the l i m i t  BETAD, a t  which t ime 

are performed and an adjustment i s  made t o  a new d i f fe ren t ia l  s t i f fness until NT 
i s  exhausted. Smaller values of BETAD allow more frequent adjustments t o  the dlf- 
ferent ia l  stiffness. I t  i s  more economical t o  i t e r a t e  v ia  a larger value f o r  BETAD 
so that  fewer M A P  modules i n  the r i g i d  format are re-executed. The third, ESPIg, 
i s  a convergence c r i  te r fa  which terminates the process when succesaivc i te ra t ions  
o f  the d l f f e ren t i a l  s t i f fness are su f f i c i en t l y  small Convergence occurs when 
ei e €PSI@ where 

I 

i the di f ferent la l  sciffness i s  adjusted, and then more load correction i te ra t ions  

T I IUi+\} I P i + l  - p i  1 
(4 1 

l I U i + , I T  { PI) I 
€i = 
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A d i f ferent ia l  st i f fness check functional module, DSCHK, performs conver- 
gence and t iming tests and issues appropriate information each t i m e  i t  i s  exe- 
cuted. The d i f f e ren t i a l  st i f fness coeff icient functional module, DSW, i s  not 
used with t h i s  technique. The i terated d i f fe ren t ia l  s t i f fness solut ion does 
not match exact theoretical results, but shows a s ign i f icant  improvement over 
the one-step method, par t i cu la r ly  where nonl inear i ty i s  pronounced. 

NOML MODES WITH DIFFERENTIAL STIFFNESS R I G I D  FORMAT 

It was possible to  obtain the normal modes o f  a structure including d i f fe r -  
en t ia l  s t i f fness ef fects  by ALTERing the buckling analysis r i g i d  format using 
NASTRAN Level 12.0 (Reference 8) o r  Level 15.1 (Reference 9). The obwious 
difference between the two was tha t  the ea r l i e r  version required two subcases 
and *,he l a t e r  version required three. The three-subcase version i s  the one 
tha t  i s  incorporated i n  a new, separate r i g i d  format (S@L 13; APP DISP). 
Although the s ta t i c  analysis with d i f fe ren t ia l  s t i f fness r i g i d  format solut ion 
technique has been substantial ly changed, as discussed above, the same technique 
has not been incorporated i n  t h i s  r i g i d  format. 

This r i g i d  format requires three subcases t o  define the three steps o f  
normal modes analysis with d i f f e ren t i a l  s t i f fness effects. The f i r s t  subcase 
pertains t o  the l inear  solut ion step i n  which s ta t i c  loads are defined and 
output requests are specified. The second subcase i s  used t o  prescribe one 
d i f f e ren t i a l  st i f fness loading scale factor and t o  prescribe output f o r  second 
order effects. The t h i r d  subcase contains the eigenvalue extraction method and 
output requests. Overall def in i t ions can be placed above the subcase level  and 
p l o t  requests fol low the t h i r d  subcase i n  the usual convention. Since the 
previous di f ferent ia l  s t i f fness technique allowed several loading factors t o  be 
prescribed (Reference l o ) ,  t h i s  approach can only be used wi th  one load factor 
a t  a time. I f the load factor technique i s  s t i l l  preferred f o r  d i f fe ren t ia l  
s t i f fness analysis, t h i s  r i g i d  format can be used with minor ALTERS t o  loop 
back f o r  new loads and JUMP around the normal modes analysis. 

This combination r i g i d  format supports requests f o r  s t a t i c  undeformed and 
deformed structural  p lo ts  as wel l  as mode shapes. 

THE TRIAAX AND TRAPAX ELEMENTS 

One o f  the types of elements included i n  the NASTRAN l i b r a r y  has been the 
so l i d  o f  revolut ion (Referttlce 11 1. Two speci f ic  cross sections avai lable have 
been the t r iangle and the trapezoid which were defined by the CTRIARG and 
CTRAPRG data cards, respectively. These elements are, however, res t r i c ted  t o  
axisymnetric loading conditions. Two new axlsymmetric r i n g  elements have been 
developed for the asymnetric loading case. These are the TRIAAX and TRAPAX. 
Like the ea r l i e r  elements they may not be used wi th  other types of structural  
elements and they may be used alone o r  w i th  each other. Because o f  the inher- 
ran t ly  di f ferent loading capabil i t ies, the -86 type elements cannot be used 
with the -AX type elements. 
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I n  a p-nner s imi la r  t o  the development o f  the conical shel l  e l e d n t ,  the 
radial, tangential and ax ia l  displacements o f  a po int  p(r,z,4), expressed i n  
terms o f  Fourier series, are 

* m m *  
v(r,z,@) = vo (r,z) + qv, , ( r ,z)  s i n  n+ - q vn ( r , d  cos n4 

n= n= 

respect i vel y . 
The generalized displacement amplitudes are obtained f o r  each n harmonic 

f o r  the TRIAAX and TRAPAX elements a t  speci f ied azimuth positions, 4. When 
n = 0, the degenerate displacement coefficients are obtained f o r  the TRIARG 
and TRAPRG elements. Thus, w i th  the use of new property cards, PTRIAAX and 
PTRAPAX, up t o  14 azimuth coordinates can be specified f o r  displacement and 
stress recovery. Displacements and forces are evaluated a t  the three (or four) 
corners. Stresses are evaluated f o r  the t r iangular  element on a c i r c l e  gener- 
ated by the centroid while stresses f o r  the trapezoid are computed a t  the four. 
corners as wel l  as the centroid. 

THE CNGRNT FEATURE 

When a structural  model i s  made up o f  elements which are t r u l y  ident ical ,  
i .e., orientation, geometry, etc. , an ident ica l  m a t r i x  generator feature i s  
u t i l i z e d  wi th  a CNGRNT bulk data card. One element i s  designated as the primary 
element, i.e., the one f o r  which the st i f fness,  mass and damping matrices w i l l  
be calculated and a l l  other ident ica l  elements, declared as secondary, have 
ident ical  m a t r i x  elements. This feature w i l l  then reduce the amount o f  time 
required to  generate numerous matrices which are exactly ident ical .  
number .of cases, the NASTRAN data generator module, INPUT, can be used i n  l i e u  
o f  actual data cards t o  model bars, plates and scalar elements (Reference 12). 
The CNGRNT feature i s  automatically used by t h i s  module so i t  i s  therefore 
unnecessary t o  employ CNGRNT cards wi th  it. 

(2) no connection cards but using the INPUT module o r  (3)  a complete data deck 
with the CNGRNT feature. Using one of the NASTRAN demonstration problems (s ta t i c  
analysis o f  a simply supported 5 x 50-inch p la te subjected t o  a varying load 
across i t s  transverse midplane) , comparative computer CPU times were c o w i  1 ed t o  
show the improvement using t h i s  technique. This roblem contains 250 CQUADl 
p late elements, an i n i t i a l  s t i f fness m a t r i x ,  [K I; , o f  order 1836 and a 

I n  a l im i ted  

A structure a n  be modeled i n  one o f  three ways: (1) a complete data deck, 

99 
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constrained s t i f fness matrix, [K,,], o f  order 760 (Reference 13). With the 
complete data deck i t  took the CDC 6400 a t o t a l  of 425 CPU seconds t o  b u i l d  the 
individual s t i f fness matrices, whereas the same computer took about 2.5 CPU 
seconds t o  complete one s t i f fness m a t r i x  and duplicate the rest  f o r  the same 
problem set up the other two ways, Compared t o  Level 15.5, i t  took the C W :  
6400 a t o t a l  o f  730 CPU seconds t o  b u i l d  the individual st i f fness matrices and 
about 400 CPU seconds with the or ig ina l  INPUT module. The differences achieved 
between Level 15.5 and the improved level  cannot be at t r ibuted t o  the congruent 
feature but t o  an improved matrix generator (Reference 14). Thus these time 
studies are only v a l i d  when modeling techniques are compared wi th in  the Sam 
level. Table 1 shows the detai led results. 

1 
7 
[ 

5 

: 

Y 

FULLY STRESSED DES1 GN 
c 

The concept o f  a " f u l l y  stressed" design o f  a structure i s  t o  adjust some 
parameter so that  each member i s  a t  a zero margin o f  safety since a pre- 
determined stress l i m i t  has been achieved. The parameters t o  be adjusted are 
cross-sectional area, thickness o r  moment o f  iner t ia .  Properties may bs 
scaled f o r  common elements, such as the thickness f o r  a l l  plates, o r  they may 
be scaled f o r  individual elements, each having i t s  own design ::riteria. 

The i t e r a t i o n  process begins by performing a s t a t i c  analysis (APP DISP; 
SOL 1)  f o r  a l l  loading conditions using the i n i t i a l  values f o r  a l l  element 
properties, p. A new property, p ' ,  w i l l  be scaled from 

p '  = p[*] 

where p i s  the current property value, y i s  an i t e r a t i o n  factor set by the user 
and a i s  defined as 

a =  ax (9) 

where 0 i s  a stress and uR i s  the stress l i m i t .  The maximum value o f  a i s  taken 
f o r  a1 1 loading conditions. 

The value o f  the i t e ra t i on  factor, y ,  i s  by default eqLtal t o  unity, I n  
t h i s  case Equation (8) i s  

When y = 0, Equation (8) i s  

* 
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Thus the user can regulate the i t e r a t i o n  process by choosing an intermediate 
value f o r  y. 

The maximum change i n  an!’ property i s  specif ied by the user t o  be 

WIN < f’< KMAX (12) 

The change r a t i o  can be ignored by set t ing KMAX equal t o  zero, otherwise 
KMAX > KMIN. 

The i t e r a t i o n  process continues u n t i l  a convergence c r i t e r i a  

i s  achieved o r  u n t i l  the number o f  i terat ions i s  reached, both o f  which are set 
by the user. 

panels and p la te and membrane elements. The cross-sectional area o r  torsional 
constant o f  the bars, rods and tubes can be optimized. Addit ional ly the moments 
of i n e r t i a  o f  the bar can be optimized. The moments o f  i n e r t i a  o r  thickness are 
optimized f o r  the other elements, depending upon whichever i s  appropriate. The 
stress l i m i t  used i s  that  i n  tension, compression, shear o r  torsion, as dictated 
by the type o f  element i n  question. 

A PPPT bulk data card contains the number o f  i terat ions desided, the values 
f o r  E and Y, and PRINT and PUNCH options f o r  new property bulk data cards. A 
PLIMIT bulk data card contains th? values f o r  KMIN and Y M X  with reference t o  
the element type involved. 

Optimization can be performed on bars, rods and tubes as well as shear 

Functional Module PPTPR1, i n  Link 2, processes the PPPT and PLIMIT bu:t 
data cards and sets up appropriate tables. 
performs the new preperty calculations. These two modules re-execute unt i  1 
insu f f i c ien t  time o r  user c r i t e r i a  i s  met. 

Functional Wduld BPTPR2, i n  Link 8, 

ELEMENT STRAIN ENERGY AND GRID POINT FORCE BALANCE 

A Functional Module, GPFDR, i n  Link 13 o f  DISP Rigid Format 1, processes 
case control requests f o r  g r i d  point force balance and element s t ra in  energy 
output. 

ALL 

NbNE 
The.card GPF0RCE = { n } requests a Foi*re balanc? output f o r  

specified g r i d  points. The output i s  arranged by g r i d  o r  scalar point number 
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and l i s t s  the forces ?t the point  due t o  applied loads (P 1 ,forces o f  s inqle 
point  constraint ( q  1 and element forces {FeI. These forces are summed and the 
t o t a l  is  i d e a l l y  ident ica l  t o  zero for  t rue  balance; however, i n  some cases round- 
off errors cause extremely small force residuals when combining very large and 
very small quanti t ies. 

9 
9 

ALL PRINT Element s t r a i n  energy i s  output v ia  the card ESE 

i n  the case control deck. From the equation f o r  element forces, 

( F ~ \  - CKE1 ('El ' 4 )  

= 'I2 I j F E l T  {uE \  1 

where [KE] i s  an element st i f fness matrix and {uE) i s  the displacemer, 
tRe elenient s t r a i n  energy i s  computed f rom 

,tor, 

(15) 

The t o t a l  s t r a i n  energy f o r  a l l  st ructural  elements i s  pr in ted followed by a 
l i s t i n g  o f  the s t r a i n  energies o f  the indiv idual  elements, arranged by element 
type- 

COMPLEX MODAL DISPLACEMENT PLOTS 

The complex eigenvalue extract ion r i g i d  format (APP WSP, SBL 10) does not 
contain a deformed p l o t  option, even for rea l  rode shapes (Reference 15). The 
user would i ? i t e a d  employ APP DISP, SBL 3 t o  compute real  eigenvalues and p l o t  
only the real  mode shapes. However, included wi th  the subsonic aeroelastic 
f l u t t e r  analysis (Reference 3) i s  the capab i l i t y  t o  p l o t  complex mode shapes. 
To do this,  the user defines a p l o t  SET o f  i n te res t  i n  the case control deck, 
such as a wing surface (Reference 16), which my be modeled w i th  structural  o r  
aerodynamic elements. Assuming the pre l  iminary de f i n i t i ons  and specif icat ions 
fol lowing BUTPUT(PL0T) are complete, the p l o t  comnand ccrd PLBT MBDAL DEFBRMA- 
TIBN .... etc.... w i l l  generate the rea l  par t  o f  the mode shapes. The p l o t  com- 
mand card PLBT CMQlDAL DEFBRMATION . . . .etc.. . . w i l l  generate the imaginary par t  
o f  the mode shapes. An eigenvalue frequency RANGE o f  i n te res t  may be included 
i n  both commands; otherwise a l l  the frequencies a t  which solut ions were ob- 
tained w i l l  be used f o r  the plots.  A MAGNITUDE o r  PHASE LAG may be specified 
on the complex p l o t  comnand card; otherwise a defaul t  of zero de- oes phase 
w i l l  be used. 
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DEMONSTRAT I O N  PROBLEMS 

Levy has suggested a scheme t o  denmst ra te  the c a p a b i l i t i e s  o f fe red  by 
NASTRAF: w i t h  a comprehensive set  o f  demonstration problems (Reference 17). 
Although t o t a l  adoption of such a premise would necessitatr! rev is ions tc, many 
e x i s t i n g  demonstration problems (and an extensive w r i  t i n 9  e f f o r t  f o r  th,? NASTRAN 
Demonstration Problem Manual ), new demonstration prob'l ems hcve been devised and 
are s t i l l  being devised t o  adequately exercise new capab i l i t i es .  A I s 9 .  3 more 
ccmpact tab le  o f  opt ions and features i l l u s t r a t e d  by each demonstra'-ian problem 
i s  i n  progress. Where one model i s  analyzed v i a  more than one technique, such 
as user data cards versus INPUT data generation, the "dupl icate"  pr-blem f s  
simp y re fe r red  t o  as another version o f  the f i r s t .  Thus a p r o l i f e r a t i o n  o f  

scat tered se t  of examples i n  order t o  study aspects o f  the program i n  which he 
i s  interested. 

prob 5 em ident i f ; -a t ion  does no t  r e s u l t  and the user need no t  be f a m i l i a r  w i t h  a 

The s t a t i c  analys is  r i g i d  format (APP DISP, S@L 1)  contains the m s t  
demonstration problems and has had the  most newly devised demonstration problems 
added t o  it. A t h i c k  wal led cy l inder ,  modeled w i t h  the TRAPAX and TRIAAX e le-  
ments and subjected t o  a pressure load on a p o r t i o n  of i t s  surface, i s  used t o  
i l l u s t r a t e  the use o f  these elements. A beam, modeled wi th  general (GENEL) 
elements, described i n  terms o f  the f l e x i b i l i t y  mat r ix  (Reference 18) i s  used t o  
i l l u s t r a t e  t h a t  feature introduced i n  Level 15.5. A re in fo rced arch, niode;ed 
w i t h  quadr i la te ra l  p la tes  and re in fo rc ing  rod>, i s  used t o  i l l u s t r a t e  the prop- 
e r t y  opt imizat ion technique i n  ad jus t ing  the p l a t e  thickndsses and rod  cross 
sections. The isoparametric sol i d  hexahedra are seperately used t o  model the 
same sect ion o f  a c i r c u l a r  cy l i nde r  t o  demonstrzte the u t i l i t y  of these elements. 
The biconvex wing demonstration problem (Reference 19) and the free rectangular 
p l a t e  w i t h  thermal loading (Reference 20) a re  used t o  separately demonstrate 
the comparable use o f  the CQDMEMl and the CQDMEM2 elements (Reference 21) which 
were introduced i n  Level 15.5. The congruent feature i s  demonstrated as 
prev ious ly  discussed. 5 '  v d y  s ta te  heat conduction through a washer (Reference 
22) i s  converted t o  APP hEAT, SOL 1, w i t h  minor data changes t o  i l l u s t r a t e  the 
updated methodology requi red by the completio,? o f  the heat t rans fe r  c a p a b i l i t y  
for  Level 15.5. 
(Reference 23) lead t o  the i nc lus ion  o f  appropr iate demonstration problems f o r  
APP HEAT, S0L 3 and APP HEAT, SOL 9. A beam-coiumn, subjected LO a compressive 
a x i a l  load, i s  used t o  i l l u s t r a t e  the APP DISP,  SOL 13 normal odes w i th  d i f f e r -  
e n t i a l  s t i f fness e f fec ts  r i g i d  format. The example presented i n  Reference 1 i s  
used t o  show the s t a t i c  c y c l i c  symnetry technique f o r  APP DISP, S0L 14 and a 
s i m i l a r  version of i t  demonstrates the  normal modes analys is  using c y c l i c  symmetry 
fo r  APP DISP, SOL 15. The example studied i n  Reference e 3  i s  the basic problem 
used t o  model two aeroe las t ic  demcmtrat ion problems fo r  APP AEM, SBL 10 t o  
show the computational and graphi, capab i l i t i es .  

I n  addi t ion,  the convection and r a d i a t i o n  heat t rans fe r  add i t ions  

These 
current1 y 
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CONCLUGING REMARKS 

are some o f  the user features, bu t  c e r t a i n l y  
n stages o f  development, t e s t i n g  and evaluat 

no t  a l l ,  which are 
on. The choice o f  an 



appropriate demonstration problem illustrates the uti1 ity o f  a particular 
feature to verify theoretical cases. The real testing rests with the user. 
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NASTRAN MAINTENANCE AND 

ENW-T EXPERIENCES 

Ronald P. Schmitz 

Spe r r j  Rand Corporation 

ABSTRACT 

This paper describes Sperry Support Services' recent experiences in 
maintaining and enhancing the  NA!XRAN Program. 
s t a r t e d  with the  adoption of Level 15.1.2 (NSRDC) i n  1972 and has evolved 
through a series of program improvements and e r r o r  corrections. 
capabili ty,  which has been added t o  Level 15.5, includes isoparametric elements, 
optimization of gr id  point sequencing and new eigenvalue routine. 
coding e r ro r s  were corrected for  cyc l ic  symmetry, t rans ien t  response and 
d i f f e r e n t i a l  s t i f f n e s s  r ig id  formats. 

The Sperry Version of NASTRAN 

The current 

Overlay and 

In addition t o  maintaining a Sperry version of NASTRAN, we are also 
publishins a newsletter quarterly, providing user t ra in ing  t o  world wide UNIVAC 
users and maintaining and developing. a set of NASTRAN pre and post processors 
which include mesh generators and in t e rac t ive  graphics. 

The enhancement of NASTRAN is a continuing e f f o r t  with a primary motivation 
of providing state-of-the-art ana ly t ica l  capabi l i ty  t o  in-house analysts,  and t o  
o f f e r  Sperry UNIVAC and its customers a source f o r  e r ro r  corrections and program 
enhancements i n  a continuous and timely manner. 
current year are described i n  the  paper as w e l l  as a br ie f  description of 
analyses being performed ming  the  program. 

Developments scheduled f o r  t he  

INTRODUCTION 

Although Sperry has been a user of f i n i t e  element programs dating back t o  
I ear ly  versions of SAMIS (reference 1) and the i n i t i a l  release of NASTRAN, our 

i n t e r e s t  i n  maintaining and enhancing a loca l  version is of more recent origin. 
The Sperry version of NASTRAN s t a r t ed  with the  adoption of Level 15.1.2 
(reference 2) i n  1972 and has evolved since tha t  time through a series of program 
improvements and e r ro r  corrections. Our ear ly  work w a s  performed on both UNIVAC 
and CDC versions. In recent y e a r s ,  a natura l  emphasis upon developments fo r  the  
UNIVAC computer systems has  occurred through our association and cooperation 
with other divisions of the Sperry Rand Corporation. 
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me enhancement of NASTRAN is a continuing e f f o r t  with a primary 
motivation of providing state-of-the-art ana ly t i ca l  capabi l i ty  t o  in-house 
analysts, and t o  o f f e r  S p e w  UNIVAC and its customers a source of e r ro r  
correctioas and program enhancements i n  a continuous and timely manner. In 
addition t o  maintaining a Sperry Version of NASTBAN, we are a l s o  publishing 
a Newsletter quarterly, (reference 3, 4, and 51, providing user t ra in ing  to 
world wide UNIVAC users  and maintaining and developing NASTRAN pre ?nd post 
processors which include mesh generators and in te rac t ive  graphics. I 

The association and cooperation with Sperry UNIVAC has resulted i n  a two 
way exchange of new routines and e r ro r  corrections; and Sperry Support Services 
has acted as a foca l  point fo r  the  Corporation, bringing together the experi- 
ences of many domestic divisions and foreign subsidiaries. 

! 

i 
ERROR CORRECTION EXPERIENCES 

Any in-house programming e f f o r t  with NASTRAN invariably begins with e r r o r  
Error corrections account f o r  25 percent of a11 NASTRAN program- corrections. 

ming e f f o r t s  a t  Sperry. These involve: 

Imp,ementing corrections obtained from NSMO v ia  the SPR LOG and 
Newsletters . 
Independently locating and correcting e r ro r s  ex is t ing  i n  Level 15.5. 
Locating and correcting e r ro r s  i n  the Sperry enhanced L e v e l  15.6. 

I n  the period January t o  May 1975, Sperry has made 1 7  e r ro r  corrections. 
these e r ro r s  were found i n  the or ig ina l  Level 15.5 and the  remaining e r ro r s  were 
found i n  new code implemented in the Sperry Version 15.6. 

Five of 

These e r ro r s  are b r i e f ly  described i n  Table I, and do not include 
corrections obtained from NSMO SPR LOG or  Newsletters, since these sources of 
corrections were implemented pr ior  t o  January 1975. 

Our experience with Level 15.5 e r ro r  corrections shows that overlay e r ro r s  
account fo r  most of ;:he remaining e r ro r s  and since many of the overlay e r ro r s  do 
not e x i s t  in CDC or IBM versions, i t  is  our conclusion that p a s t  NSMO mainte- 
nance of NASTRAN has not done a thorough job  i n  checking the  UNIVAC version 
overlay structure.  
subroutine calls has been a s igni f icant  help i n  locating many of the overlay 
problema. 

Cn the other hand, t he  inclusion of a reverse trace of 

CURRENT CAPABILITIES 

The current capab i l i t i e s  of Sperry Version NASTRAN, structured around 
the standard COSMIC release Level 15.5, are summarized as follows: 

i 
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. Isoparametric Elements - Four isoparametric elements, tvo surface 
elements and an independent thermal ana lys i s  capabi l i ty  (Rigid Format 
14) or ig ina l ly  developed by NSRDC (reference 6) ,  have been ins ta l led .  
These elements have been u t i l i z e d  extensively s ince  1972 f o r  the  
analyses of high energy laser and la rge  space telescope mirrors,  shown 
i n  Figures 1 and 2. 
with the CINDA thermal analyzer (reference 7)  and published a t  the 
5 th  N a v y  NASTRAN Colloquium (reference 8).  
comparison of CZNDA and Sperry NASTRAN Thermal Analyzers. 

The thermal ana lys i s  capab i l i t i e s  were compared 

Figure 1 a l s o  i l l u s t r a t e s  a 

The implementation of t h i s  capabi l i ty  i n t o  Level 15.5 required the 
addi t ion of 103 new subroutines, and 113 modified subroutines requiring 
Over 4000 Fortran update cards. Since the  basic  capabi l i ty  already 
exis ted in  Level 15.1, the  major progranming e f f o r t  required updating 
data block t ab le s  and correct ing any conf l i c t s  between the  isopara- 
metric elements and the  improvements implemented by NSMO between 15.1 
and 15.5. 

LINKO - Many users  operate a t  computer i n s t a l l a t i o n s  where the cos t  
algorithms include t h e  number of input card images read. The conven- 
t i o n a l  “CONTRL” f i l e  can in:.roduce many hundreds of data  cards during 
the execution of a r i g i d  format. 
l a rge  number of input cards and automatically generate the necessary 
@XQT ins t ruc t ion  f o r  each succeeding l ink.  
becomes : 

LINKO w a s  developed t o  eliminate the 

A typical GASTRAN run stream 

@XQT *NASTRAN.LINKl 
I D  A,B . . . 
ENDDATA 
@XQT *NASTRAN . LINKO 

Improved LINKl - The BANDIT and WAVEFRONT procedures (references 9 
and 10) were added t o  LINKl overlay t o  permit automatic gr id  point 
resequencing t o  minimize the s t i f f n e s s  matrix decomposition time. 
Resequencing 13 requested through the NASTRAN card. Ei ther  method 
may be selected separately o r  both may be used. 
resu l t ing  i n  the  minimum decomposition time is automatically inser ted 
i n t o  the data  deck. 
have been retained through the  use of control  cards containing a $ i n  
colurnn 1. 

The sequencing 

A l l  of the  normal options of BANDIT and WAVEFRONT 

Plo t  Tape Par i ty  Option - Many UNIVAC users ,  espec ia l ly  those operating 
m. 1110 systems, o f ten  f ind i t  necessary t o  generate p lo t  tapes, PLTl 
or PLT2, i n  odd o r  even par i ty .  
and a new data card added t o  the  case control  deck t o  permit the 
se lec t ion  of tape par i ty  from within the  NASTRAN p lo t  data deck (case 
control)  e.g., 

A program change was made i n  SGINO, 

i 
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@AST , T PLT 2,20N . . . 
PLOTID = NAME, LOCATION 
OUTPUT (PLOT) 
PLOTTER CALOMP 
PLT2 EVEN 

This run stream will mount a 9 track tape for the CALCOMP plot tape. 
All plot commands will ba written in odd parity. 

Rayleigh-Ritz with Stadola Iteration Eigenvalue Routine - A new eigen- 
value routine was added to NASTRAN. The formulation was based on work 
performed by J. R. Admire, reference 11. The procedure had previously 
been implemented in the FORMA (reference 12) and SPAR (reference 13) 
programs and is, therefore, well established as a fast and accurate 
technique. 
formulation. Capability to solve symmetric and unsymmetric matrices 
has been included, and the Input Data Card EIGR was modified for use 
with the procedure and is illustrated in Figure 4. 

Figure 3 illustrates the basic equations used in the 

The size of the analysis set (A-set) is limited only by the core 
required for matrix decomposition. 
the technique to be at least three times faster than the Inverse Power 
method. 

Several test problems have shown 

Some statistics on the changes required for the Rayleigh-Ritz 
routines are: 

- Seven new subroutines added 
- Special logic for selecting FBS or INVFBS routines 
- A new incore inversion routine added 
- Stadola and Jacobi incore eigenvalue routines were added 
- Programming effort was approximately 3 months 
- Subroutines were modified to accept the changes to the EIGR cards. 

OTHER ACTIVITIES 

? 

Sperry has gone beyond normal program maintenance and improvement8 by 
publishing a NASTRAN newsletter, providing user training, and developing pre 
and post processors. 
Publication started in September 1974 m d  we plan to continue publishing one 
every 3 or 4 months. 
UNIVAC customers with timely information on the development of new capabilities, 
current developments, error corrections and user's experiences. 

The newsletters are similar to the NSMO newsletter. 

The objective of the newsletter is to provide Sperry 
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a using conica l  s h e l l  elements. F 

L 
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The user ' s  cont r ibu t ions  published in  the newsletters are chosen t o  I 

i l l u s t r a t e  new c a p a b i l i t i e s  incorporated i n  the Sperry vers ion o r  t o  illustrate 
a so lu t ion  t o  a UNIVAC users' problem which Sperry f e e l s  may be of general  
i n t e r e s t  t o  the  user  community. 
of the thermostructural  r i g i d  format 14, c y c l i c  symmetry, and buckling analyses  

Pas t  papers have included examples i n  the  use 

I 

NASTRAN shor t  courses have been taught i n  the  United S t a t e s  and i n  Europe 
I f o r  u se r s  of the Sperry vers ion  of NASTRAN. This writer has found the  

European NASTRAN user t o  be very competent. I n  general  they are analyzing 
l a rge  s t r u c t u r e s  (e.g., automobile bodies, o f f  shore o i l  r i g s  and sh ip  
s t ruc tu res )  u t i l i z i n g  substructur ing,  cyc l i c  symmetry, DMAP alters and DMAP 
programs. Their major l imi t a t ions  are the  high cos t  of computer t i m e  and the  
f a i l u r e  of management t o  recognize the  value of f i n i t e  element analyses  o r  t o  
allow s u f f i c i e n t  budgeting f o r  l a rge  scale problem s o l u t i m .  

i 

The development of p re  and pos t  processors i s  a l s o  being undertaken a t  
Sperry. The cur ren t  trend i n  t h e  development of these programs is to include 
the  capab i l i t y  t o  work with more than one f i n i t e  element program. 
program (reference 14) is an i n t e r a c t i v e  graphics program which w a s  i n i t i a l l y  
developed t o  graphical ly  display and e d i t  NASTRAN Bulk Data. 
been modified t o  work with SPAR and ICES/STRUDL (reference 15) da ta  as w e l l .  
The ICES/TOPOLOGY mesh generation subsystem (reference 16) is cur ren t ly  being 
modified t o  output NASTRAN data. 
Sperry ana lys t s  addi t iona l  i l e x i b i l i t y  ir. problem solut ion.  

The GEOMPLT 

It has s ince  

This approach has been taken t o  give the  

F'UTUPS DEVELCIPNENT 

The list of curren t  development p r i o r i t i e s  f o r  t he  Sperry Version of 
NASTRAN are: 

Automated Substructur ing 
Contour P lo t t i ng  added t o  the  PLOT module 

Improved 1/0 

Improved matrix decomposition 

Improved matrix mul t ip l ica t ion  

New modal shock response r i g i d  format 

Non-AA;.ear s h e l l  ana lys i s  

Post-buckling r i g i d  format 

New elements including pipe bends, and r i g i d  elements. 
, 

Due t o  the  b a s i n g  pol icy and export r e s t r i c t i o n s  placed on post  15.5 NSMO 
improvements, a l l  of the f u t u r e  development improvements w i l l  be added t o  the 
15.5 program s t ruc ture .  
c a p a b i l i t i e s  such as automated substruccuring ins tead  of inves t ing  our resources 

Further,  i t  w i l l  be necessary t o  dupl ica te  e x i s t i n g  

r 
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in new enhancments of mutual benef i t  to  NASA and Sperry. It is recommended 
that NASA consider alternatives t o  the c u r r e n t p o l i c i e s .  
NASTRAN program ha8 gained a reputat ion f o r  being a low cos t  general  purpose 
s t ruc tures  program with excel lent  documentation and on-going maintenance. 
For this  reason a l a rge  number of companies large and small have adopted the  
program. 
only by the monetary return o r  even the d i r e c t  benefi t  derived by NASA projecta ,  
but by the  grea te r  productivity derived from i ts  use by commercial companies, 
the excel lent  information exchange obtained from its common use, and f i n a l l y  
the  pos i t ive  e f f ec t  on t he  export sale of large scale computer systems, 

In the past, the  

The re turn  on the tax payers investment should not  be measured 
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SPR NO. 

s-110 
s-lll* 
s-112 

S-114 

S-115 

S-116* 

SPR NO. 

S-113 

S-117 

S-118 

s-119 

s-121* 

s-122 

SPR NO. 

Table 1. Sperry NASTRAN Error  Corrections. 

LEVEL 15.6.2 

DESCRIPTION 

An i n f i n i t e  loop i n  p l o t  module. 

Problem s tops  during g rav i t a t ion  load evaluat ion i n  SSC1. 

No element forces  pr inted.  

Format e r r o r  when p r l n t i n g  s o l i d  isoparametric element 
stresses. 

Problem max times in GP3 when using PLOAD2, SuRF4, SURF8, 
IS3D8 o r  IS3D20 Bulk Data cards. 

COSMIC source code e r r o r  in KQDMMI. 

LEVEL 15.6.3 

DESCRIPTION 

- 

Restart e r r o r  when restart w i t h  a l t e r e d  case con t ro l  deck. 

P l o t  e r r o r  i n  IS3D8, IS3D20 and IS2D8 elements. 

Mis-spellec: word PQEMEM2. 

NTRAN =r ro r ,  Unit 44/45 not  ava i lab le .  

Format e r r o r  i n  Grid Point  S ingular i ty  Table. 

Force p r i n t  e r r o r  f o r  CQDMEMZ element. 

LEVEL 15.6.4 

DESCRIPTION 

S-123, 128* Error  in NASTRAN General P lo t t e r .  

S-124* 

Si26 
S-127 

S-129 

Mult iple  time s t e p  e r r o r  i n  Transient  Analysis. 
Incor rec t  t i m e  p r in ted  f o r  RF 14  temperature output.  

Permit p l o t  tape p a r i t y  change i n  Case Coqtrol Deck. 

Add TAPEFLAG keyword t o  NASTM card of d i r ec t ing  user tape 
f i l e s  t o  DISK.  

*Correction t o  o r i g i n a l  Level 15.5 code. 
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1) Subtract [K] - A s  [MI = [k]; 
2) Decompose [k] - [UIT [D] [U]; 

3) Select initial modes [210; 

4) Multiply [MI [zO1 = [GI; 

5 )  Repress higher modes [VIT [;I [Z] = [GI; 

6) Triple matrix product [Z] 

7) Multiply [Z] 

8) Multiply [MI Dl = [=I; 

9 )  

T [%I [Z] - [E], for 1st iteration only; 
T [GI = [E], skip this step for 1st iteration; 

Multiply [ZIT [KZ] = [z]; 
10) Solve the eigemralue/eigenvector problem 

m1 - Q2 [it11 { q l  = (01 

for eigenvalues [n2] and eigenvector [Y*]; 

Calculate structural eigenvalues, u: = Q: + As, 

convergence with previous iteration values. 
Step 13; 

11) Test ~4 for 
If converged, go to 

12) Multiply [E] [Y*] = [GI, go to Step 5; 

13) Multiply 121 [Y*l = [ZIfhl; 

14) End. 

Figure 3. Rayleigh-Ritz Icerative Eigenvalue Formulation Used for 
SFerry Version NASTRAN. 

! 
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Input Data Card EIGR (continued) Real Elgenvalue Extraction Data 

Description: Defines data needed to  perform real eigenvalue analysis using the Rayleigh-Ritz 
with Stadola o r  Jacobi i terat ion method. 

1 i 
i 

Format and Example: 

EiGR SID METHBD F1 F2 NE ND NZ E +abc 

EIGR 13 lWTZ 0.0 50.0 20 10 -4 1.-3 +ER13 

i 

+ a h  NORH G C 

tER13 MASS - 
Field 

SID Set ident i f icat ion number (unique integer . 01 

MEmOC 

- 

Method o f  eigenvalue extraction, one o f  the BCD values "RRTZ" o r  "URRZ." 

RRTZ - Rayleigh-Ritz method, symnetric matrix operations. 

F1 ,F2 

NE 

#D 

NZ 

E 

NORM 

34 

URRZ - Rayleigh-Ritz method, unsymnetric matrix operatfons. 

Frequency range of interest, F1 i s  the sh i f t  frequency, F2 i s  the upper l i m i t  
o f  frequency o f  output eigenvectors. 

M a x i m  number o f  i terat ions used (integer 

Number o f  roots desired, 2 2 ND 5 90 (integer) 

Convergence c r i t e r i a  f o r  accuracy o f  eigenvalues, 1F e 0 EPSl = 
1F 2 0 EPSl = .0001 

(integer ) 

tbss orthogonality test  arameter (Default i s  0.0 which means no test  
w i l l  be -de (Real 

Method for nornalizing eigenvectors, one o f  the PCD values "MASS", "MAX" or  
"POIIU. " 

(0.0 - < F1 < F2, Real) 

3) 

0.0 \ ). 

MASS - Normalize t o  un i t  value o f  the generallzed mass 

MAX 
POINT 

6 

C 

- Normalize t o  un i t  value o f  the largest component i n  the analysis set. 

- Nornalize t o  un i t  value o f  the component defined i n  f ie lds 3 and 4 - 
defaults t o  "IUUC" i f  defined component I s  zero. 

- 6 r id  or Scalar point ident i f icat ion number (required I f  and only I f  
"NOI(M" = ''POIIIT'') (integer - > 0) 

- Component number (one o f  the integers 1-6) (required i f  and only I f  
"NORI" 0 "POINT" and G i s  a geometric g r i d  point. 

Figure 4. EIGR Bulk Data Input Card. 
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tlASTRAN DATA DECK 

I Remarks: 
-, B 

k 

F. y 3 
P 5 

1. Real eigenvalue extraction data set  must be seiected in the Case Control Deck 
(ItETHBD = SID) to be used by IIASTRNl. 

2. The units of F1 and F2 are cycles per u n i t  of the .  

: t  E. 3. The continuation card i s  required. 
: 

4. I f  HE i s  omitted, NE is set equal to 1/3 the size o f  the A set  or a maximum o f  30, 
whichever is smaller. 

5. The number of eigenvectors used for the iteration procedure I s  1.3 times the number 
i' 

$ o f  roots desired (ND). 

6. DIAG 16 may be used t o  ob ta in  intermediate pr intout  o f  the iteration procedure. 
Eigenvalues printed by this method have been shifted by F1. The f i n a l  eigenvalue 
summary table has been corrected for the shif t  frequency. 

Figure 4. EIGR Balk Data Input  Card. (Continued) 
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NASTRAN AS A RESOURCE IN CODE DEVELOPMENT* 
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SUMMARY 

The heavy use of NASTRAN here and abroad has demonstrated 
its value as a resource for structural analysis. This paper presents another 
view of NASTRAN as a quite different resource. A case history is presented 
in which the NP STRAN system provided both guidelines and working software 
for  use in the development of a major new discrete element program, PATCHES-III. 
A t  the 1973Users' Colloquium, there were  two papers presented on the addition 
of solid isoparametric elements to NASTRAN. A t  about the same time, devel- 
opment of PATCHES-III for general solids of composite material was  begun. 
The grid point modeling system available in NASTRAN at that time was judged 
inadequate to efficiently support the modeling of general solids. However, 
there were many features of the program that would also be required in the new 
code. To avoid duplication and take advantage of the wide spread u s e r  familiarity 
with NASTRAN, the PATCHES-III system uses  NASTRAN Bulk Data syntax, 
NASTRAN matrix utilities and the NASTRAN Linkage Editor. There were 
obvious problems tAbt had to be overcome; GIN0 b d  to be transplanted to a 
new environment to mention only one. This paper reviews how these problems 
were solved and presents details on the architecture of the PATCHES-III parametric 
cubic modelirg system. This system includes novel model construction p rocdures ,  
new checkpointhestart strategies and other features that may benefit futare 
versions of NASTRAN. 

~~~ ~~ * 
This development was sponsored by the Navy under contract number N62269- 
73-C-0736 and was performed at McDonnell Douglas Astronautics Company. 
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INTRODUCTION 

1 

A t  a recent NASTRAN Users' Colloquium, software eugenics was 
a topic of ccnsiderablr interest, particularly as it related to the contiuned im- 
provement of NASTRAN. Taking the symmetr ic  view, NASTRAN can serve  
a s  a resource in the development of other finite element programs. A case 
history of one such development, PATCHES-111, i s  presented with emphasis 
on the mwhanics of how this was accomplished. Among the reasons for taking 
this approach are the  need for: (1) a standard finite element syntax familiar 
to all; (2) reliable, efficient, out-of-core matrix utilities: and (3) a standard 
file format for matrices. There a r e  a great many finite element programs 
today (Ref. 1) and they seemingiy al l  use  9 different syntax. Ideally the s t ructural  
analyst would like to model his s t ructure  indcpendently of the progmm selected 
for analysis just as one codes in FORTRAN independently (more o r  less )  of the 
machine selected for processing. Although this goal remains unrealized, 
NASTRAN's Bulk nita syntax has proved durable in a dynamic growth period 
and i s  probably the most widely used data modeling system in s tnictural  mechmics  
today. Also the NASTRAN matrix utilities are evolving into a system that can 
serve a s  a standard both for operations and inter-program communication. 
F o r  these reasons, as well as for economy, NASTKAN's Bulk Data syntax and 
matr ix  utilities were used in the devel ,pment of PATCHES-III. 

The f i rs t  major integration step involved solving several  interface 
problems between the Linkage Editor and the PATCHES-HI program library. 
It w a s  then necessary to create  a NASTRAN environment in which the general 
input output system (GINO) could operate in support of the matrix utilities. 
This system functions in parallel with a random access  utility system (RASTL'S) 
in PATCHES-lTI. Installation of a NASTRAN module, such s s  XSCEl o r  RBMIG2, 
then consists primarily of matrix file management. Matrix files including 
USET , the basic partitioning vector in  NASTRAN, a r e  constructed by various 
routines in the host program, PATCHES-III. The detailed link structure of a 
modifield version of RBMG2 will be presented a s  an illustration of a major 
NASTRAN matrix module adapted for  use in another finite element program. 

There a r e  important differences between PATCHES-In, a p r a -  
metr ic  cubic modeling system, and NASTRAN. The grid point modeling 
available in NASTRAN requires voluminous input for two-dimensional s t ructures  
and truly staggering input for  solid three-dimensional s tnicturcs .  To mini- 
mize this problem, PATCHES-IT1 constructs finite line, surface and volume 
models using operations which can reference data to be created by other opera- 
tions (construction-in-context); then a queing algorithm o rde r s  the operations 
for ser ia l  processing. In the case  of one intcrlaminar stress analysis, input 
data requirements were rrduced from 2750 NASTRAN Bulk Data cards (Ref. 2) 
to only 46 PATCHES-111 Bulk Data cards  (Ref. 3). There a r e  a l so  difrerences 
in the approach to spill during decomposition and the  checkpoint/restart 
strategy that will be discussed. The final diffcrencc to receive attention is the 
way in which the two programs interface with post-processor programs. This 
issue is  particularly imporhnt  for grnphic output and data editing. 
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NASTRAN USAGE IN CODE DEVELOPMENT 
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Early in the design phase of PATCHES-III it became obvious that 
we could not afford the luxury of reinventing the wheel. Numerous programs 
bad solved in numerous ways many of the hasic matrix processing 
functions that would be needed in the timely construction of this major new 
software system, However, the NASTRAN modules under consideration were 
shown to rely heavily upon the NASTRANenvironment, in particular GIN0 
and the open core concept as well a s  an intrinsic dependence upon the linkage 
editor. In addition, NASTRAN on the CDC system utilized a non-standard 
RUN compiler and timing considerations had already indicated the necessity 
for certain of the inner loop routines to be compiled with full optimization under 
the FTN compiler. Thus in order to use the NASTRAN utilities, i t  was necessary 
to simulate an environment within PATCHES-III in which a n  FTN NASTRAN 
system could be adapted. 

The first major step in the incorpor;ltion of NASTRAN modules 
into .PATCHES-III was made through the acquisition of an' FTN NASTRAN Linkage 
Editor (Ref. 4) as well as an FTN version of NASTRAN level 15.1 from the 
Naval Ship Research and Development Center (NSRDC). Certain difficulties 
arose in the use of the linkage editor. In the f i r s t  attempt, the LINKLIB file, 
from which externals are satisfied, contained relocatables from NSRDC as well 
as from 9ur own site. Such a hybrid system must be avoided as system and site 
idiosyncracies can conflict. A s  1 0 ~ s  as the LINKLIB file i s  self-consistent, 
the resultant system will operate identically at a l l  facilities with no changes 
required. A second problem with the use of the linkage editor a rose  from a 
small set of PATCHES-III routines written in CDC machine language, COMPASS. 
The loader places a word of traceback information in the word pr ior  to the 
primary entry point of the routine. However, certain of the COMPASS routines 
in the PATCHES-IT1 library had their primary entry point a t  other than the first 
word of the routine which would result in execution of the traceback word in some 
circumstances yielding obviously unpredictable results. U'hen this and other 
operational problems were circumvented (Ref. 5 ) ,  a fundamental drawback 
of the linkage editor became evident; it was designed for a large and relatively 
stable system - NASTRAN, and not for a program in its development cycle, 
subject to almost daily modifications. For example, if a referenced routine 
is not explicitly positioned, it will "float" to the highest segment in the link 
rather than being positioned in the segment from which it was referenced. 
The impact of this problem was diminished by breaking the system in to  a structure 
consisting of a resident link 0 and 18 subordinate parallel l inks ,  Figure 1, 
thereby also minimizing the restriction that a routine can exist at  only one loca- 
tion within a link. Another difficulty is that any references to such unpositioned 
routines are satisfied only from the LINKLIB' file therefore requiring con- 
catenation of all  program libraries onto LINKLIB. The linkage editor a lso 
contains little diagnostic capability. 

t 
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A job procedure library, essentially ;L set of control card subroutines, 
was created to minimize the potential for  error in the development cycle. 
One of these procedures, for  example, effects a modification to the source 
mde and to the program structure and also hnndles a l l  file management asso- 
ciated with the creation of the new system. This proceduye, diagramed in 
Figure 2, requires three input card files: the UPDATE K.odifications to the 
PATCHES-III source, the CPDATE modifications to the linkage editor direc- 
tives and an input Case Control/Bulk lzata deck to test the system. Typically, 
the linkage structure of the system remains unchanged and only the code in 
a few links is modified. For  example, assume that subroutines refer- 
enced in links 1 and 17 are to be modified. Having placed the liiikage editor 
directives for each link in a separate *DECK, it is possible in t h i s  instance to 
generate the input to the linkage editor with only one card: 

*COMPILE LINKM, LINKl, L m 7 ,  END 

where deck LINKM contains thedirectives to modlfy an existing executable file 
and deck END contains the ENDLINKS dircctive. In our  example then the 
following steps would be performed: 

(1) 

(2) 

(3) 
(4) UPDATE the linkage directives 
(5) 

(6) 

UPDATE the PATCHES-III source and send the modified 
routines to the FTN compiler 
Augment/modiTy the previous version of the PATCHES-Ill 
relocatables per the updates 
Create the new LINKLIB file 

Execute the linkage editor using directives created in step 
4, and create the new executable file 
Execute the PATCHES-III system as created 

Armed with a functioning linkage editor, we could then begin the 
process of adding selected portions of NASTRAN io the hew system. The d e v i c s  
used to solve these problems may not always have been the most efficient or 
general, but they satisfied our needs given the time constraints. First it was 
necessary to add the basic NASTRAN utilitics and resident commo-: blocks to 
link 0 through the use  of linkage editor directives. Figure 3, from Ref. 4, 
diagrams the current configuration of the merged P A  TCHES-IITJNASTRAN 
link 0. Blsck data routines TIME and GIN066 should also be loaded. 
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TO follow the flow of a typical execution will  serve to illustrate the 
necessary steps fn a combined PATCHES-III/N.QSTRAN run. Table 1 gives 8 
brief description of each of the links diagramed in Figure 1. Figures 4, 5, 
and 6 describe the basic flow of a PATCHES-III execution. In links BEGIN and 
INITNS, the program initializes the NASTRAN subsystem. Tosard this end, 
a call is made to BTSTRP which determines the machine type and sets machine 
dependent constants. Then the time-to-go clock is initialized via a CALL 
KLOCK (TBEGIN) where TBEGIN is located in common block/mSTEM/. .A 
c a l l  to GNFIAT is made to determine rhe number of logical fi les available 
and to place an entry for each in the file entry table XFIAT. A call to . 
GNFIST then sets up proper linkage between data blocks and the files upon which 
they reside. This call to GNFIST shovld be followed by an OPEN and CLOSE 
operation cc file NPTP setting a necessary first pass flag. Room must be allocated 
for the NASTRAN system working storage beyond the open core ;=@;ion and this 
is accomplished by decrementing word 76* of core by 40OOp in a small COMPASS 
routine CORE76, called from the initialitation link. It is this word which is 
queried on each call to CORESZ, thz open core utility, and this action %en 
prevents any utility from refeTencing the NASTRAN system region. The 
PATCHES-III executive modifies the field length of the program as necessary 
prior to the execution oi each link. Therefore, the CORE76 routine must be 
utilized to modify word 768 on each change of field length. At the same time, 
the NASTRAN system region must be transLxted to its new location below 
o p n  core. As NASTFrAN modules utilizing the time-to-go feature are employed, 
a TIMECase C o n a d  card should be processed setting the first: word Of Common 
block STME to TBEGItU' + 60 times the time estimate in minutes. 

At. this point, we are able to reference any of the NASTRAY utilibes 
including GINO. 
tables such that references may be made to any GINO file numbered 201 throyh 
216 and 301. References to other file numbers should not be made. For 
example, a reference to file number 301 + i results in an acta1 reference to 
file 200 + i. As t h i s  was an adequate number of GINO files for our applicatioa, 
we  did not use pocling and unpooling of files. Whenever a file is  no longer 
uecessary, it is made available for use by a new module simply through a 
close with rewind request. Since the communication to most NASTRAK utilities 
references the CINO file number through either calling paramekrs or common 
blocks, in most cases only the driving rcutine needs consider the bookkeeping 
problem and the NASTRAN routines can usually remain unmodified. 

The above steps have created entries in the FIAT and FIST 
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Many of the NASTRAN modules require some additonal information 
in the form of the USET table and trailer. The major constituents of this file 
are mask words - one per degree of Freedom of the problem indicating the types 
of constraints associated with each degree of freedom. The liSET trailer con- 
tains in location three the number of degrees of freedom and in location five 
the logical OR OF all the mask words in the table. The entire File can be constructed 
in approximately a dozen lines of FORTRAN, primarily through calls to GINO 
utilities . 

The above operations have succeeded in creating an environment 
suitable For many NASTRAN utilities. A l l  that remains is to establish the proper 
interhce to drive them. A number of the modules in the PATCHES-III system 
such as the input processor, model generation and data verification links consist 
almost exclusively of PATCHES-IIT routines, Figure 7 (Ref. 6). Certaln.other links 
consist primarily of NASTRAN routines, For example XSCEl the single point 
constraint eliminator, and SSG the static solution generator. The other links 
are a marriage of both systems and as an example, consider the matrix decom- 
position link, RBMGBD, shown schematically in Figure 8. The driver routine 
determines if a checkpoint o r  restart is requested and calls the PATCHES-III 
controller CKPTL or RESTL as appropriate. These routines then wr i te  o r  read 
the necessary files on the restart tape through the use of the NASTRAN utilities 
OUTPTl o r  INPTTl. Matrix decomposition is performed, when rbquired, 
under the supervision of RBMGBD through a call to the NASTRAN driver FACTOR 
which in turn calls RSPSPC, a slightly modified version of NASTRAN's RSPSDC. 
There are certain steps which, in general, must be performed to create a 
NASTRAN environment For a module such a s  RBMGP: 

(1) The driver routine must allocate storage for the appropriate 
COMMON blocks used to communicate file numbers and 
header records within the module. 
The input, output, and scratch GINO file numbers should be 
placed in the appropriate common blocks o r  subroutine para- 
meter lists consistent wi th  their usage in other links. 
The linkage editor must be used to position any necessary 
open core arrays to a REGION following the segment from 
which it is referenced, 
Any files which are  opened should be closed and rewound 
prior to exit from the link. 

(2 )  

(3) 

(4) 

I 

I 

Experience has indicated that a typical major module such as the 
decomposition module requires approximately three weeks of iteration to install 
and debug. Adaptation of a smaller utility, such a s  INPTTl and OUTPT1 
requires substantially less time. 
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DIFFERENCES IN PHILOSOPHY 

There are a number of significant differences in philosophy between 
PATCHES-I11 and NASTRAN that may be useful to consider for future versions of 
NASTRAN and other syrtems. Prior to illustrating thcse differences, an overview 
of the capabilities of PATCHES-1IX is appropriate. More detailed discussions 
can be found in References 3, 7, and 8. PATCHES-I11 determines the linear elastic 
response of a general heterogcneous anisotropic solid under thermal loads, mechan- 
ical loads and imposed displacements, The analysis model i s  based on a sixty-four 
poh t  isoparametric solid discrete lement with variable material properties. This 
element efficiently models the strain discontinuities at heterogeneous material 
boundaries as well as the continuous strains at homogeneous boundaries. The pro- 
gram constructs models for both geometry and physical data using parametric cubic 
interpolation over lines, surfaces and volumes. This syste. automates the con- 
stmction of discrete element models and can reduce input data requirements by 
more than an order of magnitude. In this system, construction operations a r e  
available that reference data to be created by other operations (construction-in- 
context). Conceptually and in practice, this system is analogous to an interactive 
model generation system. Instead of sequentially processing requests from a 
terminal, all requests a r e  made at once (batch mode via Bulk Data) and a queing 
algorithm orders the requests for serial processing. This approach Is also used 
to create models for physical data and imposed displacement constraints. Thus the 
same interpolation functions and most of the construction tools used to model the 
geometry are also available to model any physical data input to PATCHES-111. 
Both zero and non-zero constraint options a r e  availablo that constrain the entire 
face of an element with a single buL! data card using either the reference frame 
o r  the local surface frame. 

Consider thc construction of a hyperpatch for one segment ot a thick- 
walled circular cylinder. Two quite different but nearly equal constxuctions illustrate 
the procedure for  a simple shape. In the first ,  'igure 9, grid points 1 and 3 a r e  
Input and a straight line connecting them is created with a LINEPC Bulk Data card. 
This line is rotated about the e axis through 90' to form one quadrant of a cylindrical 
surface using a PATCH17 card? In this process pic? points 7 and 5 a r e  automatically 
created. The surface 1-3-7-5 is expanded a unit amount in the direction of its 
normal to create a hyperpatch using the HPN card. The grid points 2, 4, 6 and 8 
are automatically created in this process along with the parameters defining the 
element o r  hypcrpatch. The final figure is  a 90' segment of a circular cylinder of 
unit thickness. The construction of this 192 parameter hyperpatch required five (5) 
cards of very simple format. Now consider the same constructioii problem but 
this time input grid points 1, 2, 3 and 4, Fiyrc  10. A quadrilateral surface is 
created with a PATCHQ card and this surface is rotated about thc e axis throligh 
SOo to form the hyperpatch using the HPR card. The construction-&is time 
required six (6) bulk data cards. The'se ewmplcs illustrate the method, not the 
complexity of the geometric shapes that can bc created (c.f. Ref. 7, page 2-22). 
In fact the geometry for all of the gcneral elements in  NASTRAN, including ieo- 
parametric elements, can be constructed using the modeling system in PATCHES-In. 
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Consider next a PATCHES-I11 analysis of an interlam.*-.rar normal stress 
problem. One of the few three-dimensional composite laminate problems for which 
corroborative solutions exist i s  a four ply graphite-epoxy plate ur?der miaxial load. 
A finite differonce solution of the elasticity equations (Ref. 9). a stress-function 
discrete element solution oE the elasticity equations (Ref. lo), an analytic solution 
of certain nigher order lmina ted  plate theory equations (Ref. 11) and the PATCHES- 
III displacement-function discrete element solution of the elasticity equations all 
a ee well for the interlaminar normal stress. Stresses are computed for the 
0 /90°/s0 /O laminate shown in f igure 11 under a uniform imposed displace- 
ment in the axial direction. Taking full advantage of symmetry, a simple four 
element PATCHES-T;I model was created from the forty-six bulk data cards  shown 
in Figure 12. This is a substantial reduction from the 2750 Bulk Data cards  
necessary for a comparable solution using NASTRAN (Ref. 2) and the savings 
in the user's model definition and debugging cycle is of comparable magnitude. 
Figure 13, from the PATCIJES-I11 plotting post-processor, shows a s ix  element 
model of the interlaminar s t ress  problem; an additional pair of elements has been 
used in the vicinity of the free edge to improve transverse shear stress accuracy. 
Lines in addition to the element boundaries a r e  a lso drawn to show surface 
effects. Figure 14 shows the deformed geometry view of the model with hidden 
surfaces removed. The magnitude of the displacements has been magnified 
substantially to make the deformations visible. 
plot; the lower surface represents the undeformed geometry along the laminate 
mid-plane; the upper surface represents the normal s t ra ins  such that each 
point !r. the upper surface lies in the normal direction to the undeformed surface 
and a t  a distance proportional to the magnitude of thenormal s t ra in  a t  that point 
plus an initial offset. 

r 0 0  

Figure 15 is a data surface 

Although similar in many ways, there are some basic philosophica; 
differences in the operation of the programs. A fundamental policy in PATCHES-IIJ 
which i F  xmietimes absent from NASTRAN concerns the diagnostic package. In 
PATCHES-111, an attempt is made to detect every e r r o r  in model or data gen- 
eration including Case Control-Bulk Data cross references prior to execution 
of any uf the time consuming modules. Any diagnostic messages a r e  explicit 
and informative and reference the card which prec'pitated the error condition. 
In concert with this philosophy, a "DRY" Case Control directive exists which 
indicates that this is to be a dry run of the data for the purpose of diagnosing 
any input errors .  Another difference is that the field length used by PATCHES-I11 
varies automatically during a run. This can result in a significant reduction 
in computing charges for larger analyses in a multiprocessing environmert. 

Although conditions may change with the release of Level 16, the current 
release of NA! TRAN consumes large amounts of I/O time for a matrix decom- 
pcsition 'peration that *'spills. 
detected, the program switches to a combination decomposition-conjugate gradient 
solution scheme which allows the user to buy a s  much accuracy a s  he requires 
UF to and including complete convergence at  a substantially reduced cost. 

In PATCHES-111 when the spill condition is 
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Bulk Data processing and model generation consume relatively little time 
in PA'A'CHES-III when compared to generation of the element stiffness matrices 
or decompo: .ticm. Accordingly, the checkpoint/rsstart strategies employed by 
PATCHES-I11 differ from those of NASTRAN in that a checkpoint dictionary is not 
required. Rather, the Bulk Data deck is resubmitted on a restart run and the 
necessary tables and files a re  recreated. For design applications, the ELEMENT 
checkpoint is of use when a few elements are being modified. The LOADS check- 
point is utilized in analysis applications in v:.iich only the loads are changed. 

4 

A special output called the User Information Messages file is printed 
subsequent to all output from PATCHES-III. This listing details C P  times and 
field lengths of each of the major modules encountered during execution. It also 
summarizes additional information concerning the dimension of certain matrices, 
the usage of random access storage, and other salient features of the :xecution. 

A major departure from NASTRAN involves PATCHES-III's generation 
of a post-processing darn file, PPDATA. This file uses a straightforward format 
written with unformatted binary FORTRAN write statements, and serves a s  an easy- 
to-use data base for post-processor programs. By no means a replacement 
for the OUTPT2 capability in NASTRAN, the PPDATA file does offer significant 
advantages: (1) it makes possihlc a wide range oi DMAP independent post-processors; 
(2) 't is far easier for the average strcct.wa1 analys' to use and adopt to his own 
requirements; (3) use of the post-processing scheme permits support of the 
blossoming array of hardware devices, in particular plotters, to be offloaded from 
the primary system; and (4) the post-processing environment is a necessity for 
expcrimental or  special case analyses such as failure models which wmld be 
inappropriate to include. in NASTRAN, In PATCHES-III the PPDATA tape contains 
n+l  files: one file containing the invariant data such as geometry, and n subcase 
files containing the load conditions and the results of the analysis. 

PATCHES-111 itself assists in the creation of post-processor prog& am8 
by supplying a library of utilities which the post-processor may reference within 
the framework of a procedure library designed to aid in the construction of such 
systems. The most obvious and highly used post-processing system for PATCHES-III 
is the plot system. This program accepts free form inputs similar to Case 
Control cards to direct the plotting of the deformed or  undeformed three dimen- 
dional elements. Surfaces may be subdivided to any requested ebent and ILSeled 
contours of data surfaces may be requested on the data or  geometry Purfaces. 
Many options similar to those in NASTRAN for view, perspective and'hidden line 
control are  available. 

3 
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CONCLUDING REMARKS 

NASTRAN has shown itself to be a valuable resource in code development, 
both as a reference and a source of software. Once the steps have been identified, 
it is not difficult to implement my of the NASTRAN utilities in an existing o r  developing 
code. Since a major expense in code development is us-idly associated witk the de- 
bugging and imization phases, it is a tremendous asset to have NASTRAN a8 a source 
of efficient anti effectively errox-free software. 

The NASTRAN Case Control-Bulk DaQ syntax was used to make a new finite 
element program, PATCHES-III, easier to learn for many users. More needs to be 
done to make structural modt!Lng less dependent on the syntax of individual appli- 
cations programs. 

i 
t 

f 

i 

A number of major differences in the operations of PATCHES-III and 
NASTRAN have been noted. In particular, the construction-in-context of geometry and 
data models and the post-processor data file should be given serious consideration 
for inclusion in future versions of NASTRAN, 
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Table 1 

PATCHES-III LINK DESCRIPTEONS 

1 
I 

LlNK 

0 

1 

e 
3 

4 

18 

6 

7 

8 

9 

5 

10 

12 

13 

14 

15 

16 

27 

11 

- NAME 

MAIN 

BEGIN 

INPCN 

GET 

MATCN 

LOADS 

tNlTNS 

BIGMSH 

IMDISP 

MPC 

* E m  

TTEKTD 
SMA 

XSCE1 
MCEl 

*RBMG2D 

SSG 
SDR 

SUBC8M 

FUNCTION 

Executive control and common storage 

Initialize PATCHES-III system 

Input control. Construct geometry and data models 
Initialize integration tables 

Material properties mudnle 

Generate element load vectors 

Initialize NASTRAN sub-system 

Generate element meshpoint connectivity 

Imposed displacement module 

Multipoint constraints (not active) 

Generate element stifhess matrices 

Transform element matrices to analysis coordinates 

Structural matrix assembler 

Single point constraint eliminator 

Multipoint constraint eliminator (not active) 

Matrix decomposition 

Static solution generator 

Stress recovery 

Slbcase combinations 

*Link$ that use majority of the CP time. 
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/H&TfR. RCODE. SUBIX. KRASS. PASS/ 

'-/MEGO. NSECG, CRSDIC. OGIC. NPLOT. BPATSD. CASE. FOB. MIL. fRAp. S P I V  

/XFIST, XFIAT/ 

/ZPRElK, ZOPNCOR, TM). ZURTtRL. XXFIAT. XPFIST. XLSRK. SM, OSCEHT. OUTPUT/ 

ixopL. ami 
/STAPID. XCEITB. XMIMSK, ESGX. OESCRP, NAMES. TYPE. BITPOW 

sn1m 
W F N S  
INVAl. nOrr. RNIIMf. OUTPTCS. XLOAOER 

::GtTBST. SHIFTS, ANOS. EIR)FSLS. GET&&. SNLINK. RECOVU 
ACGOtRL. LOCFS. OUTPTSS. RERARD. TIMES, XIORTNS. CPC 
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WPTBS. INWTBS, LSNKERR. C O R D W  

',:FTNFSX. IORAMXI. 10, RECPRT 
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Figure 3: PATCHES-SII Link 0 Structure 
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LINK 15, STRUCTURE 
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Figure 8: PATCHES-III Link 15 Structure 
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Figure 11: Four Element Model of a Graphite Epoxy Lamlnate 

59 



1 1 I . 
I 

1 '- . .  

q ! I 
I 
I 

I 
i 

I 

i 
I 
; 

I 

I 

I I 

i 
I 

N 
0 u 

I 
I 

I 
! 

CI 
Q u 

.. 
a u 

t 

I I 

i 
! 
! 

- 1  

-. 
Oc. 
-0  

I 
I !  ?? 1 1 ,  : 

i 

I I ! L I  
0 

: I  
I 

u 
n r  ! ' I  

mAL PAGE IS 
UP POoEl QUALITY 

A 



61 



71 

t 

62 







1 
I I 1 

NASTRAN SOLUTIONS OF PROBLEMS 

DESCRIBED BY 

1 

N75 31490 

I 

SIMULTANEOUS PARABOLIC DIFFERENTIAL EQUATIONS 
J .  B. Mason 

NASA Goddard Space Flight Center 
W. H. Walston, Jr. 

University of Maryland 

INTRODUCTION 

NASTRAN solution techniques are shown for a numerical analysis of a 
class of coupled vector flow processes described by simultaneous parabolic 
differedtial equations. 
of this form arise, the differential equations describing the coupled transfers 
of heat and mass in mechanical equilibrium with negligible mass average velo- 
city are presented and discussed. 
seepage when both electrokinetic and hydrodynamic forces occur. Based on a 
variational statement of the general problem type, the concepts of scalar 
transfer elements and parallel element systems are introduced. It is shown 
that adoption of these concepts allows the direct use of NASTRAN's existing 
Laplace type elements for uncoupled flow (i.e., the heat transfer elements) for 
treating multi-component coupled transfer. 
demonstrate the application of these techniques for both steady-state and 
transient problems. 

To define one physical problem type where equations 

I 
Also shown are the equations describing 

Sample problem are included which 

IRREVERSIBLE THERMODYNAMICS 

Based on the linear phenomenological laws of irreversible thermodynamics 

A brief develop- 
and the general conservation laws, generalized flow equations describing the 
simultaneous transfer of vector processes may be developed. 
ment for coupled energy and mass flow is presented here and the reader is 
referred to the literature [references 1 to 81 for more details and applications. 

Consider a motionless fluid, i.e., a fluid with zero or negligible mass 
average velocity, consisting of N chemical components K and contained in a 
mathematically well-defined geometric volume V which is separated from its 
surroundings by an equally well-defined boundary surface S. 
the coupled diffusion of matter and energy takes place. 
chemical reactions are occurring and that the effects of external forces and 
viscous phenomena may be neglected. For this nondeforming system, therefore, 
the diffusion of momentum and its associated conservation law need not be 
directly considered. 

Within this system 
Assume that no 

The conservation laws of mass and energy are applicable. 

A 
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Adopting the repeated indices summation 

i’ ing rectangular Cartesian coordinates as x 

the system under consideration can be written as 

and the conservation of mass as 

N 

i 
I convention on i, j and designat- 

the conservation of energy for I 
j 

asK 
(K = 1,2, ..., N) - i - - -  

P a t  axi 

(1) I I 
I 

i 
I 

where 

pK C = specific heat 
CK iuass fraction of chemical component K(C E-) 

J: = ith spacial component of the heat flux vector with respect to the 

J: = ith spacial component of the diffusion flux vector of chemical 

t = time 
T = absolute temperature 
P = total mass density 
pK = mass density of chemical component K 

K P  

mass average velocity 

component K with respect to the mass average velocity 

The conservation equations (1) and (2 j  are of similar form and can be 
generalized to account for distributed external sources. Thus, a general 
conservation law for the M generalized fluxes y can be written as 

where 

C = specific mass capacity for flux y 

J: = ith spacial component of the y th generalized flux vector with 

f = scalar thermodynnrnlc potentiai corresponding to flux y 

Y 

respect to the mass average velocity 

Y 

QI = external source strength corresponding to flux y 
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According t o  the  l i n e a r  l a w s  of i r r e v e r s i b l e  thermodynamics, the M 
r e s u l t  from the ac t ion  of M generalized forces  $ generalized f luxes  

(E = 1, 2, . . . M) and are proport ional  t o  these forces.  For general  aniso- 
t rop ic  coupled transfer, therefore ,  w e  may w r i t e  

M 

E'1 

where 
- 
X = jth s p a c i a l  component of the  generalized thermodynamic force 
--Ej 

LE' = phenomenological c o e f f i c i e n t  expressing the e f f e c t s  of the j t h  

component of the  thermodynamic force ?I on the ith component of 

the  f lux  3 

Y i  + 

-E 

I n  addi t ion,  i t  can be shown t h a t  the appropriate  s e l e c t i o n  of f luxes  and 
forces  through examination of t he  l o c a l  rate of entropy production leads t o  the 
important r e su l t s :  

where 

= propor t iona l i ty  f ac to r  depending on the choice of generalized 
thermodynamic f l u x e s  and forces  ; 

range of operat ing condi t ions considered here .  

is assumed constant f o r  the qc 
'' 

That is, the phenomenological coe f f i c i en t  matrix i s  symmetric and the general- 
ized thermodynamic forces  a r e  express ib le  as gradients  of the  s c a l a r  po ten t ia l s .  
When wr i t ten  i n  the above form, the q u a n t i t i e s  are known as Onsnger coef f i -  
c i en t s .  

t Combining equations ( 3 ) ,  (4) and (6) r e s u l t s  i n  a general  set of simulta- 
neous i f f e r e n t i a l  equations of the parabol ic  type descr ibing the coupled 
I r r e v e r s i b l e  t r ans fe r  phenomena 
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I 

For the  case of i so t rop ic  t r ans fe r  equations 
respec t ive ly  

af 

ax 

I 

(v 0 1,2, ..., M) 

(4) and (7) become, 

(y = 1,2,... 

(7) 

Equations (9) i n  t h e i r  most simple form may be used t o  descr ibe the  
s teady-state  d i f fus ion  of uncoupled hea t  or mass i n  a n  i s o t r o p i c  medium. 
t h e i r  most general  form, equations (7) may be u t i l i z e d  t o  descr ibe  the  t r a n s i e n t  
d i f fus ion  of general  an iso t ropic  coupled flows such as  multi-lomponent mass 
and/or heat .  

In 

I 
I 

As examples of the  above developments, consider first the  one-dimensional 
(i = j = 1 )  coupled t r a n s f e r  of hea t  and mass. For t h i s  case,  

1 11- 21- 
J1 = -L X - L  X 11-11 11-21 

2 1- - L x 5; = -L% 21-11 21-21 

1 2 21 
11 

where Jl is the  hea t  f l u x  and J1 the  -8s f lux .  

11 expresses the  e f f e c t s  of the concentrat ion gradient  on the  hea t  f l u x  while L21 

e s t ab l i shes  the  e f f e c t s  of the  temperature gradient  on the mass f lux .  

The coupling term L 

The 

Onsager c o e f f i c i e n t  L2’ is proport ional  t o  the  Soret  coe f f i c i en t  and Li: t o  the  11 
21 11 

= L21’ h f o u r  coe f f i c i en t .  Recall t h a t  Lll 
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I 
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The equations describing coupled electrokinetic and hydrodynamic flow in 
porous media offer a second example. 
is used to analyze the movement of fluid relative to a solid phase and the 
migration of ionized soil particles relative to a fluid phase, both occurring 
i n  an electric force field. 

In reference 9 a finite element approach 

For this case, 

2 

2 

1 2 th 
1 i where J is the ith component fluid discharge velocity and J is the i 

component of the current density. The coefficient L expresses the effects 

of hydrostatic potential gradients x 
2 1 expresses the effects of voltage gradient - -  on the current. The L and L2 

term8 express the cross coupling between voltage gradient and fluid velocity 
and between potential gradient and electrical current, respectively. 

1 
1 2 on the discharge velocities while L2 -1i - 

"21 1 

VARIATIONAL FORMULATION 

Equation (7) is a set of simultaneous parabolic differential equations 
describing the coupled transport processes in the continuum. 
approach can be employed In a straightforward manner to evolve a finite element 
statement of the problem, the approach used here is based on a variational 
formulation similar to the principle of virtual work used in mechanlcs. 
Because of this similarity, it is designated as a principle of virtunl general- 
ized work and has the advantage that physical interpretation can be associated 
with its use. 

While a Galerkin 

Consider the motionless fluid within the well-defined boundary. For each 
flow quantityy, the boundary of the volume V in which the M generalized fluxes 
are transferred may be considered as consisting of three regions S 
as follows: 3 Sq and S 1' 

1. 
2. 

Over the boundary S1 the flux :y is prescribed. 

Over the boundary S 
i 

the generalized convective flux 3' is proportional 2 i 
to the thermodynamic potential differences between the boundary velir2s 

(q, fv)s2 and the known ambient values ( "r& 
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3. Over t h e  boundary S3 t he  thermodynamic p o t e n t i a l  ( f ) is pre- 
scr ibed.  't Y s3 

Now allow a f i c t i t i o u s  v a r i a t i o n a l  change \ G f y  which does n o t  v i o l a t e  t he  

cons t r a in t s  of the  system; i.e., y6f 
Also, t he  v i r t u a l  changes are assumed t o  occur without t he  passage of t i m e  
while t h e  var ious f luxes  remain constant .  

is zero over S Y 3 and a r b i t r a r y  elsewhere. 

For t h i s  volume consider the  sum of the  products of the  general ized f l u e s  

Jy and t h e  va r i a t ions  i n  t h e i r  conjugate thermodynamic p o t e n t i a l s  ?Gf 
is, the  v i r t u a l  general ized work 

t h a t  
i Y '  

M 

In t eg ra t ion  of equat ion (11) over t h e  t o t a l  boundary area S and app l i ca t ion  
of Gauss' Theorem y i e l d s  

Where V i  = ith component of  t h e  uniL vector  along the  ou te r  normal t o  S. 
Since t h e  general  conservation of t he  var ious t r a n s f e r  q u a n t i t i e s  must apply, 
equat ion (7) is subs t i t u t ed  f o r  t he  f i r s t  i n t e g r a l  on t h e  right-hand s i d e  of 
equation (12), yie ld ing  

Note t h a t  t he  sur face  i n t e g r a l  appearing i n  equation (13) extends only over t ha t  
port ion of t he  boundary for which 6fy I s  not prescribed and t h a t  t he  s c a l a r  
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bount.ary f-axes per u n i t  sur face  area 

have been employed i n  wr i t ing  t h i s  equation. I n  addi t ion ,  i t  should be noted 
t h a t  the  generalized convective f lux can be expressed i n  terms of the  thermo- 
dynamic pote : . t i a l  d i f fe rences  in the  form 

M 

L 
E P 1  

where 

th  hz = propor t iona l i ty  f a c t o r  expressing the cont r ibu t ion  from the E - 
thermodynamic p o t e n t i a l  d i f fe rence  t o  the f lux  a t  the  boundary 

s2 

The characteri:  t ics  of the  v a r i a t i o n a l  statement (13) are w c h  t h a t  i ts  
Euler  equations and boundary condi t ions are those govesning the  case of coupled 
vector  t r ans fe r  considered here  when the  expressions (4) o r  ( 8 )  are employed. 
As such, i t  may be viewed as an alternate expression of the  mathematical problem 
posed by equGtions (7) o r  (9) and the associated boundary condi t ions discussed 
above. 
c i p l e  f o r  the  coupled i r r e v e r s i b l e  processes and the p r inc ip l e  of v i r t u a l  work 
f o r  mechanical systems. From t h i s  presentat ion the analogies  between the  
va r i a t ion  i n  thermodynamic po ten t i a l s  (or  state var iab les )  and mechanical 
deformations, between sur face  f l u x  and mechanical surface forces ,  and between 
thermodynamic sources/s inks and mechanical body forces  are c l e a r l y  indicated.  

These r e s u l t s  i nd ica t e  the  similarities between the  va r i a t iona l  prin- 

GENERAL FINITE ELEMENT FORMULATION 

For i r r e v e r s i b l e  coupled flows, the thermodynamic po ten t i a l s  a t  the gr id  
poin ts  of t he  element are taken as the degrees of freedom. Element p rope r t i e s  
are determined using the p r inc ip l e  of v i r t u a l  generalized work together  with 
functions expressing the s ta te  of the thermodynamic po ten t i a l s  within the ele- 
ment i n  t e r n  of t h e i r  g r id  poin t  values.  With t h i s  informaticn the grad ien ts  
of the po ten t i a l s  and a l t e r n a t e l y  the var ious f luxes within the element may be 
uniquely defined i n  terms of the g r id  poin t  values of the po ten t i a l s .  Assembly 
of the  element equations t o  descr ibe the complete system is accomplished with 
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the a i d  of the va r i a t iona l  pr inc ip le .  
requir ing t h a t  the thermodynamic po ten t i a l s  be compatible between elements a d  
t h a t  flow conservation apply at the  gr id  points .  
states are considered and the  t r u e  values  of the p o t e n t i a l  are those for which 
f l w  conservation hclds ,  a condition which is enforced by the  p r inc ip l e  of 
v i r t u a l  generalized work. 

This assembly is accomplished by 

In  essence,  only compatible 

Details of the general  f i n i t e  element formulation are presented i n  re fer -  
ence 8 .md only the form of the r e su l t i ng  matrix equations of motidn descr ibing 
the coupled processes are presented here as follows: 

dP 

where 

values  of the  thermodynamic p o t e n t i a l s  a t  t h e a  g r id  po in t s  of 
the  assembled model 
generalized capacitance matr ix  f o r  the  assembled model 
generalized conduction matrix f o r  t he  assembled model 
generalized boundary convection matrix f o r  t he  assembled model 

generalized source vector  f o r  the  assembled model 

generalized boundary f l u x  vec tor  f o r  the  assembled model 
f o r  the  assembled model generalized boundary convection vector  

Note t h a t  {Pa} is  F column vector  of length equal  t o  

of the  assembled m d e l  times the  number of t ranspor t  

the  number of g r i d  po in t s  

q u a n t i t i e s  ( i . e , ,  a x M). 

NASTRAN SOLUTIONS 

The previous developments are general  i n  ns tu re  and can be appl ied fox 
the  f i n i t e  element descr ip t ion  of coupled an iso t ropic  t r a n s f e r  in-one, two and 
three  dimensions. Once s u i t a b l e  in t e rpo la t ion  funct ions have been chcsen, t he  
f i n i t e  e l e m e D t  matrices can be oStained and assembled t o  form the  set of equa- 
t i ons  (16) de-cr ib ing  the  ideal ized system using well-known procedures (refs. 8 
and 9). 
cedures and the  discussion w i l l  cen ter  on spec ia l  techniques which may be 
employed t o  permit t he  d i r e c t  use of NASTRAN f o r  the  ana lys i s  of M coupl-.h 
t r ans fe r  proceases. 

In  what f O l l O W 8 ,  the  reader w i l l  be assumed familiar with these pro- 

One-Dimensional Element Formulation 

A one-dimensional element s u i t a b l e  f o r  uRe i n  the  ana lys i s  of two coupled 
flows is presented below and shown t o  be equivalent  t o  8 combined system 
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of parallel one-dimensional Laplace elements, 
fer, connected by " *  calar transfer elements," 
this information the extension to the case of 

represer! Ling uncoupled trats- 
representing coupling. With 
M coupled flows is discussed. 

Consider a one-dimensional finite element of constant cross-sectional area 
A connecting grid points 6 and 0 on the 2- axis. 
the two thermoaynamic potential variables p,(x,t) and p (x,t) along the axis 
of the element. Thus, 

Assume a linear variation in 

2 

where z(t), i(t), z(t) and i(t) are generalized coordinatos which can be 
related to the four unknown grid point values of the thermoa,*amic potentials, 

i.e., pl, pl, p2, p2 , using equation (17). 
nates in terms of the grid point potential values results in tho matr.!x equation 

S e S e  Evaluating the generalized coordi- 

where 

pE = value of the thermodynamic potential p1 at grid point 6 ,  etc. 1 

R = length of element (!2 = xe - xs) 
= coordinates of element end points x6 x0 

For two coupled flows, the Onsager coefficient matrix can be written as 

f 10; 

Using equations (18) and (19), a generalized conduction : : J : ~ x  for the element 
is found in reference 8 as 
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151 -L1l 

A I 'L11 L1l 
= a k2 12 -L12 L12 

12 -L 

L12 

-L22 

=22 

The one-dimensional element fo r  the analysis of two coupled processes has 
two grid poiats and two degrees of freedorn at  each of these points. 
representation r e su l t s  i n  the  four by four element matrix (20) which may be 
partitioned in to  the  form 

This 

A [Ke! = - L 

with 

P 
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Examlnation of these indicates  t ha t  [K:l] represents the two by two element 

matrix describing the  uncoupled t ransfer  of J1 through the  thermodynamic 
poten t ia l  gradient in p1 = n l f l .  
describing the  uncoupled transfer of J2 through the gradient i n  p2 = nlfle 

Similarly, [Kz2] is the two by two matrix 

while 

processes. 

is defined by the  iwo by two generalized conductivity matrix 

is the two by two matrix representing coupling between the  two 

A t  t h i s  point,  i t  is useful  to  introduce the  concept of a 
scalar t ransfer  e-*ment" which mqy connect any two degrees of freedom and .a 

Scalar t r ans fe r  element rKsl conductivity matrix 

where 

k = conductivity of the scalar t ransfer  element 

With the above observations and use of the scalar transfer element concept, i t  
can be shown tha t  a "para l le l  element system" composed ut two one-dimensional 
Laplace elements (i.e., NASTRAN ROD heat  t ransfer  elements) connected by four 
scalar t ransfer  elements (i.e., SCALAR CONDUCTION elements), see Figure 1, can 
be u t i l i zed  t o  represent the s ing le  couplei t ransfer  element of equation (20). 

This c% model has four gr id  points  with one degree of freedom a t  each 
Grid points  5 and 8 are connected by ROD 1 of area A and length point. 

R - x  
8 

is pl. 
sent the uncoupled t ransfer  of J . ROD 2 is a l so  of length !L and area A (since 
the geometric location of 5' is idec t i ca l  t o  5 and 9' ident ica l  t o  8) arid repre- 
sen ts  the uncoupled t r ans fe r  of J between p2 and p2 a t  grid points 5' and 0' as 
qiven by equaL-dn (23). The four sca l a r  t r ans fe r  elements represent the e f f ec t s  
of coupling as described by equation (24). 

5 
The degree of freedom a t  gr id  point 5 is  p1 and a t  grid point 8 

The element propert ies  of ROD 1 are those of equatron (22) and repre- 
0 - %* 

+l 

+2 5 8 

The conduct ivi t ies  of these a r e  

Generalized conductivity of = - -  

Generalized conductivity of a - L  A 

(26) 
; L12 

a 
kl SCALAR 1 t rans fe r  element 

k2 SCALAR 2 t ransfer  dement a 1 2  

Seven1 advantages are gained u s i . 2  t h i s  assembly. 
physical insight  is  gained into t h i s  complex t ransfer  problem. 
ex is t ing  Laplzce f i n f t e  elements, l i k e  those Jn NASTRAN 
uncoupled heat t ras fcr  processes, can L e  u t i l i zed  for  the p s r a l l e l  models of 
the primary r'lows and then interconnected by the sca i a r  t ransfer  elements. A 

One advantac.? is t ha t  

for  the analysis  of 
Another is t ha t  
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third advantage to  be gained is  that a simple and pract ical  method to automate 
i n  the computer for  treating an arbi t rary number of M coupled processes is to  
model the primary uncoupled flaws by H para l le l  systems using existing NASTRAN 
elements and to then automatically interconnect these with scalar  transfer 
elements representing the coupling. 

Two-Dimensional Element Fornulation 

The developments d11 now be extended to  the case of coupled two-dimen- 
sional isotropic flow. 
of two-dimensional flow is a tr iangle of thickness . Two coupled f lows  w i l l  
be considered for  a triangular element lying i n  the xy plane and defined by the 
three grid points (E, 0, 4) with six unknown degrees of freedom. 

The most general element for  use i n  the investigation 

Proceeding as before, assume tha t  the potentials p (x,y,t) and p2(x,y,t) 1 

are distributed l inearly within the element by the relations - 

= H + 6 x + Z y  P 1  
- - -  

= d + e x + f y  p2 

where a(t), 6(t), . . . , F(t) are again generalized coordinates. Anticipating 
the resul ts  from the one-dimensional para l le l  element system, it is chosen here 
to express the Onsager coefficient matrix for  two coupled isotropic flows a s  
the sum of three matrices 

where 

j ?6 

0 

L1l 

0 

0 

0 

0 1 

f 
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1 

0 

0 

L2 2- 

- 
0 

L13 
0 

0 

1 
1 
I 

I 

1 3 

t 
i t 

I 

I 

0 0 0 

0 0 0 

0 O L22 I 0 0 0 

(31) 

r o  L13 

0 0 0 

i.13 
0 L13 

(32) 

From the previous results and the form of equations (30) and (31), it is con- 

cluded that the uncoupled transfer of ? ' and ? 
parallel Laplace triangular elements of a type available in NASTRAN. 
approach, only the [L;] contribution of equation (32) due to coupling need be 
presented here. - 

may be included by two 
With this 

Using equations (28) and (32) and employing standard procedures lead to the 
element matrix [K]coupling representing between the parallel element system 
(see reference 8), thus 

e 

94 '  

K 

ij 0 

0 

0 

0 

K66 

K 
04 ' 

55' 

0' 

K 

K 

K5e' 
0 

0 

0 

- 0 
s -  tL13 

55'  [Kl coupling 4A K (33) 

where 

2 2  = b + c  56' 5 5 '  K 2 L  = b + c e  e 

L 7i 



and 

1 

E 
a x$yO - xey$ 

c =  
5 (etc., in cyclic order 

5 ,  8, $1 

A = area of the triangular element 
= coordinates of element comer points, etc. 

Witn tht above results a parallel element system composed of two NASTRAN 
heat transfer triangular elments and connected by scalar transfer elements can 
be constructed, see Figure 2. Grid points 5 ,  0, $ are connected by TRIANGLE 1 

of thickness 't and properties [Le] of equation (30). 
are connected by TRIANGLE 2 also of thickness t but with properties [Le] of 
equation (31). 
fer elements with properties [K]coupling * obtained from equation (33). The 

exteasion to three-dimensional problems is not difficult since one need only 
utilize existing three-dimensional heat transfer elements in the program for 
the uncoupled parallel flows and utilize the variational principle and the 
scalar transfer elements to include the effects of themc4ynamic coupling. 

Grid points E ' ,  e', 0' 1 

2 
The two triangular elements are connected by nine scalar trans- 

SAMPLE PROBLINS 

Two sample problems are presented to demonstrate aspects of the above 
developments. 
obtained using the NASTRAN program. 

Parallel and scalar transfer elements are employed and solutions 

Problem 1 - One-Dimensional Steady-State Process, Three Coupled Flows 
The one-dimensional transfer of 3 ', ? 2, and J 

+ 
along the x axis of a 

continuum due to gradients in the potentials p,(x), p,(x) ,  and p,(x) is consid- 

ered. The continuum is 
of length L = 4.0 and cross-sectional area A = 1.0, and there is inteinal 
generation within the continuum given by 

Find the steady-state distributions in the potentials. 

*K €s the generalized conductivity for the scalar tran-fer element connecting 
55  ' 

degree of freedom 5 with deg.ee of freedom C', etc. 
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Q,(x) = -(4.6 + 1 . 2 ~ )  

Q,(x) 24.4 - 1 . 8 ~  

Q,(x) 1.0 - 1 2 . 0 ~  

The boundary condi t ions are spec i f i ed  as 

P1(0) = 0.0 p1(4) = 32.0 

P2(0) = 0.0 p2(4) = -48.0 

p3(0) 0.0 p3(4) - 64.0 

and the Onsager relations have been determined 3s 

From equations (9), (34), and (36) the  equat ions descr ib ing  the  process are 
found as 

a2Pl a2P2 a2p3 
0.1 - + 0.2 -j- + [-4.6 - 1 . 2 ~ 1  1.0 - - 

ax 
= 0 

ax 2 ax 2 

a2 a 2  
'* + 0.3 3 + [24.4 - 1.8~1 = 0 

a2Pl 
-0.1 7 f 4.0 7 

( 3 4 )  

(35) 

(37) 

a2Pl 2 

0.2 - + 0.3 2 a p3 + [1.0 - 12.Oxl = 0 
ax 2 ax 

The so lu t ion  s a t i s f y i n g  equations (37) and the  boundary condi t ions is given by 

The f i n i t e  e a t  model is  shown i n  Figure 3. Figure 3(a) shows t he  F i f teen  
g r id  poin ts  connecced by a t o t a l  of twelve rod elements of length 11 = 1.0, i . e . ,  
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I th ree  p a r a l l e l  systems each cons is t ing  of four  unit-length rod elements and 

+ + 3  representing, respect ively,  the three  primary flows J ', 5 2, aid J 
ure 3(b) shows a typ ica l  p a r a l l e l  system connecting gr id  points  2,  2 ' ,  and 2" 
(i.e., l oca t ion  x = 1.0) and 3, 3', 3" ( i .e . ,  loca t ion  x = 2.0). The proper- 
ties of the  rod and scalar t r ans fe r  elements for t h i s  system are found using 
our previous conclusions and are presented i n  Table 1. 

. Fig- 

The vector  {F 1 represent ing the  e f f e c t s  of d i s t r i b u t e d  sources Q (x) ,  Q 1 
Q2(x), Q,(x) is obtained by simple lumping procedures and applied t o  the  gr id  

poin ts  as thermal loads. 
s t r a i n i n g  the  boundary point  po ten t i a l s  t o  t h e i r  appropriate  vlilues using 
s i n g l e  point cons t r a in t s  (SPC). 

The boundary condi t ions (35) are sa t i s f i e r !  by con- 
i 

I 
Table 2 presents  a comparison between a n a l y t i c a l  r e s u l t s  (AM.) from equa- 

t i o n  (38) and r e s u l t s  from the  f i n i t e  element so lu t ion  (F.E.). 

Problem 2 - Two-Dimensional Transient  Process,  Two Coupled Flows 

1 : two-dimensional coupled t ranspor t  of the  f luxes  ? and ? i n  a square 
contir.uum of planform dimension 4.0 and thickness  'f = 2.0 due t o  grad ien ts  i n  
the  p o t e n t i a l s  p (x ,y , t ) ,  p2(x,y,t)  i s  considered. 
bution of t he  two po ten t i a l s  when there  is i n t e r n a l  generation wi th in  the  
continuum given by 

Find the  t r a n s i e n t  d i s t r i -  1 

2 
[ s i n  

- [ s i n  7 1 ~  s i n  ?I[, + 3t2] 

s i n  F I [ ~  + t 1 4 

4 
The i n i t i a l  and boundary condi t ions are spec i f ied  as 

pl(O,y,t) = 0.0 P2(0,Y,t) = 0.0 

P1(4,Y,t) = 0.0 p*(4,y,t)  = 0.0 

P1(X,0,t) = 0.0 p2(x.O,t) = 0.0 

Pl(x94, t )  0.9 p2(x ,4 , t )  = 0.0 

( 3 9 )  

(40) 

The Onsager r e l a t i o n s  for the  i so t rop ic  material have been deterinined as 



1 

I 

J1 (;i X = 

J 
Y 

I 

I 

:'." 
- ':" 

0.0 

and the s p e c i f i c  mass capac i t i e s  as 

- PC1 - 

c2 

From equations (9), (39), (41), and 
process cre found as 

0.0 1.0 

2.0 0.0 

0.0 4.0 

1.0 0.0 

0.61685 

0.61685 

I 
-i 

1 I 

1 

1 I ..., -.. .. 

(42), t he  equations descr ib ing  the  

The so lu t ion  s a t i s f y i n g  (r3) and the  boundary and i n i t i a l  condit-lons i s  

The f i n i t e  element model is shown i n  Figure 4. I t  cons i s t s  of two p a r a l l e l  
f i v e  by f i v e  g r i d  point  arrays connected by a Lotal of sixty-four  r i g i t  t r i angu la r  
elements, i.e., thirty-two i n  each agrey. 9 e  two paral le l  systems represent ,  
respect ively,  the two primary flows J 
p a r a l l e l  system connecting g r id  po in t s  7,  8, and 1 3  with 7 ' ,  8', end 13' .  The 
p rope r t i e s  of the  t r iangular  elements and s c a l a r  t r a n s f e r  elements for t h i s  system 

and J 2 ,  Figure 4 ( b )  shows 9 t yp ica l  
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a r e  found using our previous conclusions fo r  t r iangular  and sca l a r  elements. 
For the  7,8,13 system w e  f ind ,  using equation (33) fo r  the  scalar elements, 
t ha t  

- - 
2 2 tL13 tL13 = - = (b7 + C7)  R7,7’  46 

- 
= (b7b13 + c c 46 tL13 0 

K7, 13’ 7 1 3  

- - 
~ ( b b  + C C ) T = - -  tLl 3 tL1 3 

K7,8’  7 8  7 8  4A 

This information is presented i n  Table 3. 

The vector {F 1 representing the e f f e c t s  of t h e  d i s t r ibu ted  sources Q 
Q1(x,y,t) and Q2(x,y,t) w a s  obtained by simple lumping procedures. 

and ini t ia l  conditions (40) were s a t i s f i e d  by constraining the boundary gr id  
point po ten t ia l s  t o  t h e i r  appropriate values. 

The boundary 

Table 4 presents a representat ive comparison between ana ly t ica l  results 
(AN.)  from (44) and r e s u l t s  from the  NASTRAN analysis  (F.E.). Numerical 
in tegra t ion  was performed using 100 t i m e  s t e p s  with integrat ion in t e rva l  
t = 0.05 and maximum e r ro r  w a s  less than f ive  percent. 
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Table 1 
Element Connection Table for Paral le l  

System Between Grid Points 2,2',2" and 3,3',3" 

Element 
m e  

Connecting 
Grid Points L 

YE 
A k = I - L  

YE. 
A 

1.0 

1.0 

1.0 

1 .o 

1.0 

1.0 

1.0 

1 .o 

1.0 

1 .o 

1.0 

1 .o 

1.0 

1 .o 

1 .O 

R 

1 .o 

1.0 

1.0 

1.0 

1.0 

1 .o 

1.0 

1.0 

1.0 

1 .O 

1 .o 

1.0 

1.0 

1.0 

1 .o 

ROD 1 

ROD 2 

2 - 3  

2'- 3' 

2"- 3's 

2 - 2 '  

2 - 2" 

2'- 2" 

3 - 3' 

3 - 3" 

3'- 3" 

2 - 3' 

2'- 3 

2 - 3" 

2"- 3 

2'- 3" 

2"- 3' 

Lll - 1.0 

L33 2.0 

LIZ = -0.1 0.1 

L13 = 0.2 -0.2 

L12 = -0.1 0.1 

L13 = 0.2 -0.2 

L12 = -0.1 -0.1 

L12 = -0.1 -0.1 

L13 = 0.2 0.2 

LI3 = 0.2 0.2 

LZ2 = 4.0 

LZ3 = 0.3 -0.3 

L23 = 0.3 -0.3 

L23 = 0.3 0.3 

L23 = 15.3 0.3 

ROD 3 

Scalar 1 

Scalar 1 

Scalar 1 

Scalar 1 

Scalar 1 

Scalar 1 

Schlar 2 

Scalar 2 

Scalar 2 

Scalar 2 

Scalar 2 
4 

Scalar 2 

1 
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Location P1 (XI 

X '  AN. F.E. 

0.0 0.0 0.0 

1.0 2.0 2.0- 

2.0 8.0 8.0- 

3.0 18.0 18.0- 

4.0 32.0 32.0 

t 

P2 (XI 

AN. F.E. 

0.0 0.0 

-3.0 -3.0 

-12.0 -12.G 

-27.0 -27.0 

-48. .-48.0 

Table 2 

Problem 1 Results 

+ j 8.0 8.0 

I 27.0 27.0 

1 64.0 64.0 

~ + 

Table 3 
Element Connection Table for  Pa ra l l e l  System 
Connecting Grid Points 7,8,13 and 7',8',13' 

Element 
Type 

TRIANGLE 1 

TRZANGLE 2 

Scalar 

Scalar 

Scalar 

Scalar 

Scalar 

Scalar 

Scala. 

Scalar 

Scalar 

Connecting 
Grid Points 

7 -8 -13 

7'-8'43' 

7 -7' 

8 -8' 

13 -13' 

7 -8' 

8 -7' 

8 -13' 

13 -8' 

7 -13' 

13 -7' 

- 
t 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2 .o 

k 

0.5  

0.5 

0.5  

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

L 
Y E  

2.0 

4.0 

1.0 

1.0 

1 .o 

1 .o 

1.0 

1 .o 

1.0 

1 .o 

1 .o 

= -1.0 

a -2.0 

-k7,7' 

5,Ec' -k 

= -1.0 13,13' -k 

-k7,8' - 1.0 

= 1.0 -k8, 7' 

= 1.0 

ID 1.0 

8,13' 

13,8' 

7,13' ,. 
13,7' a 

-k 

-k 

-k 

-k 

I I 
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AN. 

-0.405 

-1.621 

-3.648 

-6.485 

1 I 

i 1 

F.E. 

-0.420 

-1.690 

-3.814 

-6.792 

1 

I ! 

0.832 

, 

0.573 

Table 4 
Problem 2 Results 

tal.0 

to2.0 

tm3.0 

t.4 I 0 

c I AN. 

0.811 

3.242 

7.295 

12.969 13.538 9.171 

3.361 

7.596 

2.293 

5.516 

F.E. 

0.588 

L ,376 

5,371 

9.573 

I 

x = 2.0, y - 1.c 
AN. 

-0.811 

-3.242 

-7.295 

- 12.969 

F.E. 

-0. d39 

-3.381 

-7.629 

-12.. 584 

x - 1.0, y = 1.0 
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NOTE: 
Gccne:;ic Location of Faints 1 Through 25 
Correspw.ds to Those o i  1’ Through’25; 
Respec: i v  el y 

(b) Showing i ypicol Parollcl Element System. 

Figure 4. TViO DI~AEE!5lOblkL, TWO COUPLED FLOLVS. 
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NASTRAN APPLICATIONS TO AIRCRAFT PROPULSION SYSTEMS 

John L. White, Boeing Commercial Airplane Compmy 

and N75 31491 
David L. Beste, Boeing Computer Services, Inc. 

SUMMARY 

The use of HASTRAN in propulsion system s t r u c t u r a l  in tegra t ion  ana lys i s  is 
described. Computer support programs for modeling, substructuring a d  
p lo t t i ng  ana lys i s  results are discussed. 
t i on  and da ta  exchange by par t ic ipants  in a NASTRAN substructure  ana lys i s  are 
given. 
comparison t o  test and other ana ly t i ca l  r e su l t s .  

Requirements on in t e r f ace  informa- 

S t a t i c  and normal modes v ibra t ion  ana lys i s  r e s u l t s  a r e  given with 

INTRODUCTION 

The v e r s a t i l i t y  of NASTRAN makes it an i d e a l  t o o l  f o r  the  complex ana lys i s  
problems associated with a i r c r a f t  propulsion systems. 
a grea t  va r i e ty  of loads and environments requir ing 
too l s  f o r  accurate analysis.  

These systems experiencl 
sophis t icated ana lys i s  

A pa r t i cu la r ly  a t t r a c t i v e  advantage of NASTRAN is its low i n i t i a l  cost of 
acquis i t ion and its common ava i l ab i l i t y .  
s t ruc tu ra l  ana lys i s  language in  j o i n t  engine and airframe company s t r u c t u r a l  
integrat ion e f f o r t s .  
Commercial Airplane Company, although some deta i led  ana lys i s  of engine 
components has been car r ied  out  f o r  r i s k  evaluation. 
directed primarily a t  overall propulsion system s t r u c t u r a l  ana lys i s  ra ther  
than de ta i led  component analysis.  

Thus, it can serve as a unifying 

This has been the major use of NASTRAN i n  the  Boeing 

This paper is therefore  

This paper descr ibes  NASTRAN his tory  a t  Boeing, the various pre and post 
processors developed f o r  enhanced u t i l i z a t i o n ,  propulsion system modeling, 
substructuring procedures, and various analysis  cases with some corre la t ion  
with test and other analyses. 

I 

NASTRAN BACKGROUND 

NAS"4 has been operational on Boelng computers s ince  re lease  8.0 was 
avai lable  in 1969. Currently release 15.5 is running on the IBM 370/168's 
under HASP and LASP, the IBM 360/65 under OS and the  CDC 6600's under 
KRONOS 2.1. 
l a rge  number of aerospace and other  s t ruc tures ,  e.g., MVM, LST, Minuteman, 
Lunar Rover, Roland, turbine blades, HLH combustor, YC-14 propulsion raystem, 
ax!d a large cable-stayed bridge. 

During t h i s  time NASTRAN has been used i n  the  ana lys i s  of a 
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To aid i n  the  various analyses and t o  improve “ease of use” of NASTRATI, various 
cmputer programs have been developed. SAIL, SPAN and XFETCH are three such 
computer programs. 
equilibrium check, to  generate multipoint cons t ra in ts ,  and t o  recover multi- 
point constraint  forces.  

Also rout ines  have been developed t o  provide an overa l l  

SAIL I1 (Structural  Analysis Input Language 11) (Reference 1) is a language 
fo r  describing NASTRAN bulk data .  
gridpoints,  element connections, and loads are defined i n  an easy, s t ra ight -  
forward manner, using the  SAIL I1 statements. 
looping, data  block transformation, and external  da ta  generators plus a l l  
the  capab i l i t i e s  of FORTRAN. 
r e l a t ive ly  small number of SAIL II statements, making it very convenient t o  
incorporate s t r u c t u r a l  and geometry changes i n t o  a NASTRAN model. 

Basic finite-element input da t a  such as 

The SAIL 11 fea tures  include 

The NASTRAN bulk data  deck is generated from a 

SPAN (Substructure P a r t i t i o n  Automation f o r  NASTRAN) (Reference 2) is a 
NASTRAN support program tha t  automatically generates the  p a r t i t i o n  vectors  
required f o r  assembling Phase I matrices during Phase I1 of a NASTRAN sub- 
s t ruc ture  analysis .  
gr id  o r  scalar point i den t i f i ca t ions ,  i den t i ca l  XYZ coordinates, or specif ied 
connection points.  
constraints ,  and elements t o  reference the  o r ig ina l  gr id  points .  
ment r e s u l t s  are ident i f ied  by the  o r ig ina l  gridpoint labe ls .  
can be produced during Phase 11. 

The p a r t i t i m  vectors  generated can be based on iden t i ca l  

User l abe l s  can be retained during Phase 11 t o  allow loads, 
The displace- 

S t ruc tura l  p lo ts  

SPAN uses the Phase I checkpoint tapesand a s m a l l  amount of card input t o  
determine the substructure def in i t ion .  
11 input deck tha t  includes the required p a r t i t i o n  vectors.  
checks are made t o  insure proper matrix ordering and consistency. 

The SPAN output is  the  NASTRAN Phase 
Extensive e r ro r  

XFETCH is a subroutine tha t  reads NASTRAN data  f i l e s  from a checkpoint/ 
restart tape.  
0: copied and reformatted t o  da ta  sets eas i ly  read by FORTRAN. 
L-id reformat f ea tu re  is useful  i n  appl icat jons where the  da ta  sets are too 
large fo r  convenient incore processing. 

The NASTRAN data  can be returned t o  an incore s torage array, 
The copy 

Both tab les  and matrices can be read. 

PROPULSION SYSTEM STRUCTURES BACKGROUND 

In  t h e  development of a i r c r a f t  propulsion systems, major s t r u c t u r a l  components 
are provided by both the engine manufacturer and the airframe manufacture. 
Typically the  s t r u t  and nace l le ,  including i n l e t ,  nozzles, reversers ,  ta i l -  
cone, cowling and systems equipment - or  about 20 percent of the propulsion 
system below the  wing weight - a r e  produced by the airframe manufacturer. 

The engine manufacturer ord inar i ly  develops and t e s t s  the  bare engine on a 
r ig id  test s tand,  exclusive of f l i g h t  hardware. The airframe manufacturer 
provides design envelope loads t o  the  engine manufacturer who then determine8 
i f  the engine w i l l  function properly under such loads. 
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1 Beca ie the propulsion system is usually not tested on the wing as an inte- 
grated structure until flight testing begins, it is important that at an 1 early stage of the engine/airframe development program an integrated structural 
analysis of the total propulsionsystem be carried out. A structural integration 
tool such as NASTRAN can provide this analysis by accurately simulating the 

I real propulsion installation and providing detailed knowledge of internal loads, 
running clearances, and total system vibrationresponse. The needs for propul- 
sion system and airframe structural integration are discussed further in Refer- 
ence 3. 

PROPULSION SYSTEM MODELING 

I 
I For eRhanced utilization of NASTRAN, comprehensive modeling procedures have 
been developed. 

i propulsion structure, automation of the moiicling is particularly easy. 

? Figure 1 illustrates how the engine structure is modeled utilizing the SAIL 11 
1 general purpose input language described earlier. An engine fan frame is shown 
f whereby half of one strut is idealized, then by SAIL I1 built-in transformation 

subroutines, it is reflected, rotated and joined with other structure to generate 
: the entire fan frame substructure. Where practicable, geometry is digitized 
' directly from engineering drawings including grid point coordinates, plate sec- 
; tion properties, beam off sets, section properties and orientation grid points. 
' One of the most beneficial aids for model checkout has been large size CALCOMP 

plots identifying grid points and the different element types and their numbeKs. 
However, model checkout is never assumed complete until a successful loads case 
has been fully executed and results plotted. 

Because of the axisymmetry or cyclic symmetry of most of the 

i 

; Figure 2 is a NASTRAN plot of a high bypass ratio, fan jet propulsjon system. 
The models shown are symmetric halves made up essentially of quadrilateral 
plate and beam elements and include a beam-lumped mass representation of the 
rotors. Multipoint constraints simulate the bearing housings as rigid rings 
which are coupled to the rotor by scalar spring and damper elements. Direct 
matrix input is used to input rotor spin stiffening and Coriolis terms whsn 
applicable. 

The vibration and dynamic response models are obtained from the static models 
shown in Figure 2 by the standard methods of Guyan reduction or possibly, 
more economically by mass lumping. 
mass lumping is required due to the many propulsion system accessories. 
NASTRAN generated gross mass matrix has been found useful for manually re- 
distributing the mass for vibration analysis. 

In either case considerable non-structural 
The 

* 
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MULTICOMPANY INTEGRATION ANALYSIS 

Since NASTRAN is i n  the public domain and is ava i lab le  t o  everyone, i t  is 
qu i t e  straightforward f o r  many companies to  join i n  performing a substructure  
a-talysis of the  complete s t ruc ture .  
done by the  company responsible f o r  the  component at its computing f a c i l i t y ;  
Phase I1 is done at  a mutually acceptable computing f a c i l i t y ;  and Phase 111 is 
run a t  the  company responsible f o r  the  component. 
undertaken, however, the  par t ic ipa t ing  companies should e s t ab l i sh  the  following 
ground ru l e s  t o  a id  the  e f f o r t  : 

Phase I f o r  a pa r t i cu la r  component is 

Before a j o i n t  e f f o r t  is 

1) A bas ic  XYZ coordinate system f o r  the  e n t i r e  s t ruc ture .  

2) Unique gr id  point numbers f o r  the  e n t i r e  s t ruc tu re  so t ha t  Phase I grid 
points  instead af scalar points  can be used i n  Phase 11. 

3) Compatible displacement coordinate system at  in te r face  points.  

4) Grid point numbers a t  an i n t e r f ace  increasing i n  the  same d i r ec t ion  fo r  
a l l  substructures.  

5 )  Unique coordinate system numbers f o r  each su ,structure.  

6) Agree on a common buffer  s ize .  

7) Compatible user and checkpoint tapes. 

8 )  Unique substructure  p lo t  element ID'S f o r  Phase 11 plots .  

I f  SPAN is used, then the  ASET degrees of freedom a t  an in t e r f ace  gr id  point 
are required t o  be the  same for  a l l  substructures  tha t  connect t o  the  in t e r -  
face point.  

ANALYTICAL RESULTS - STATICS 

NASTRAN models of the  type i l l u s t r a t e d  i n  Figure 2 have been used t o  analyze 
a var ie ty  of s t a t i c  loads cases, including t h r u s t ,  i n l e t  l i f t ,  i n e r t i a ,  and 
gyroscopic moments. Typical loadings and the  manner in which they are intro-  
duced onto the  model are i l l u s t r a t e d  i n  Figure 3. A best  guess d i s t r ibu t ion  
and force balance provided th rus t  loads which were d is t r ibu ted  circumferentially 
a t  various a x i a l  locations.  
NASTRAN using the  GRAV card. 
i n l e t  a t tach  flange i n  t h i s  early study p r io r  &o the  a v a i l a b i l i t y  of an I n l e t  
model. Gyroscopic moments, a case requiring antisymmetric boundary conditions,  
were applied a t  the  major i n e r t i a  locat ions of th-  ro tor  and were based on 
overa l l  r i g i d  body p i t ch  veloci ty  of the a i r c r a f t .  

The d is t r ibu ted  gravi ty  load is calculazed within 
I n l e t  l i f t  w a s  d i s t r ibu ted  over the fen case/ 

The def lec t ions  of the engine structure under load are shown i n  Figure 4 
which were nlot ted using the  standard b u i l t  i n  NASTRAN p l o t  capabi l i ty .  
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Engine performance depends heavily on maintaining t i g h t  running clearances 
between the  ro to r s  and case, pa r t i cu la r ly  i n  the  fan and high pressure com- 
pressor. Rubbing increases clearances and decreases engine e f f ic iency  
causing increased spec i f i c  f u e l  consumption. Therefore, de t a i l ed  knowledge 
of clearance changes under load is desired.  To exhibi t  change of clearance 
contours between the  engine case and ro to r s ,  a NASTRAN postprocessor w a s  
wr i t ten  (Reference 4). 
described, t o  read NASTRAN restart tapes then 
e n t i r e  engine under the  various loads. 
Absolute values are not given because of engine proprietary information agree- 
ments between the  airframe and engine companies. 

This postprocessor u t i l i z e s  XFETCH, previously 
p lo t s  contour maps f o r  the  

Two such p lo t s  are shown i n  Figure 5 .  

1 

A 

The accuracy t o  be expected from NASTRAN analysesforpropuls ion system type 
s t ruc ture  has not been determined. 
da ta  ind ica te  i t  should be within the  realm of 5 t o  10 percent on peak 
def lect ions.  
the i n s t a l l a t i o n  system, and non-linear seal in t e r f ace  s t i f f n e s s e s  probably 
make the  ana lys i s  less accurate than the  5 percent accuracy usual ly  associated 
with the  f i n i t e  element methods. 

The few known cor re la t ions  with test 

The prevalence of bolted flanges i n  the  engine case, s lop  i n  

A comparison of test and analysis  is shown i n  Figure 6 for  an engine compressor 
case. The model was produced independently by the  airframe company from engine 
drawings and the  analysis  run without any icnowledge of the  tests which were 
run independently by the  engine company. Under such circumstances the  correla- 
t ion  should not be considered too bad. 

ANALYTICAL RESULTS - VIBRATION 

The a b i l i t y  t o  predict  dynamic behavior of the propulsion system is of utmost 
importance. This includes the  response to  external  gust loads, turbulence, 
takeoff,  maneuver and landing loads i n  addition t o  c r i t i c a l  ro to r  speeds and 
various off  design conditions fo r  safety and r e l i a b i l i t y .  
problem between the  engine and airframe manufacturer is of particular impwtance 
here s ince  much of the  airframe produced s t ruc tu re  is hung a t  the  extremit ies  
of the engine, magnifying the  dynamic e f f ec t s .  

The in te r face  

NASTRAN's dynamics capabi l i ty  provides an excel lent  too l  for  propulsion system 
vibrat ion and dynamic response analysis .  
of a typ ica l  high bypass r a t i o  turbine engine is  s h a m  i n  Figure 7. The ciudel 
shown had 51 l ineal masses, 7 rotary i n e r t i a s  and retained 151 freedoms from 
the  s t a t i c  s t i f f n e s s  model. 
modes were extracted,  three of which a r e  shown i n  Figure 7.  
used due t o  excessive computing rost of Guyan reduction which has been found 
t o  be typ ica l ly  four times higher than t h e  mass lumping approach. 

The normal modes v ibra t ion  analysis  

A t o t a l  crf 120 symmetric and 120 antisymmetric 
Mass lumping w a s  

r 
i 

The v e r s a t i l e  p lo t t i ng  capabi l i ty  i n  NASTRAN is a great help i n  understanding 
vibrat ion behavior as i l l u s t r a t e d  i n  the  mode p lo t s  of Figure 7. Correlation 
has been attempted between NASTRAN normal modes analysis  and test da ta ,  and 
with other analyses, i .e.,  r'mpler beam-spring-mass simulations. 
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Certain NASTRAN analysis and test frequencies are very close as indicated 
in Table I but there is not enough available test data to be sure if the 
mode shapes correlate. Much the same situation exists in comparing NASTRAN 
results to the simpler beam-spring-mass simulations, also noted in Table I .  
A revision of the NASTRAN plot elements and plot viewing angles will be help- 
ful in this regard. 

CONCLUSIONS 

The success of an enginerairframe structural integration effort depends 
greatly on the timely exchange of interface information between the engine 
and airframe manufacturers including not only elementary geometry and loads 
but also comprehensive finite element models. 
NASTRAN since it has common availability. 

A good tool for doing this is 

Applicatior! of the general purpose finite element programs such as NASTRAN 
to propulsion system structure is more recent than to airframe structure. 
More analysis and test correlation is needed to establish better standards 
for propulsion system modeling and analysis. Experience to date indicates 
that NASTRAN accuracy for overall engine structures may not be as good as 
for other more intensively analyzed structures. 
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MODELING DAMAGED WINGS - 

ELEMENT SELECTION AND CONSTRAINT SPECIFICATION 
! 

i W. J. Stronge 

i Naval Weapons Center 
L 

i. 
L INTRODUCTION 

The NASTRAN analytical program has been primarily used for struc- 
tural design. Nevertheless, no problems were anticipated in applying 
this program to a damaged structure as long as the deformations were 
small and the strains remained within the elastic range. 
text, NASTRAN was used to test three-dimensional analytical models of a 
damaged aircraft wing under static loads. 
calculated and experimentally measured strains on primary structural 
components of an RF-84F wing. This comparison brought out two sensitive 
areas in modeling semimonocoque structures. The calculated strains were 
strongly affected by the type of elements used adjacent to the damaged 
region and by the choice of MPC (multipoint constraints) sets on the 
Canaged boundary. 

In this con- 

A comparison was made of 

DESCRIPTION OF STRUCTURE 

Left wings from RF-84F aircraft were tested in this program. This 
fighter, designed for high subsonic speeds, had a wing span of 10 m. 
Its loaded weight was approximately 11 Mg. 
semimonocoque structures with the quarter-chord line swept back at 
40 degrees. Both spars 2nd four major ribs in each wing were alu- 
minum forgings. Three outboard ribs were built up from extrusions. 
This basic framework (Figure 1) was covered by stringers and a skin of 
sheet aluminum. The entire structure was composed of 7075-T6 material 
with the exception of a few 2024-T3 skin panels. 

The extent 
and location of damage for three of the wings are illustrated. 
example, see Figure 2.) 
either the front or rear spar, a condition that previously caused large 
differences between predicted and measured strafns (ref. 1). The 
damage cases investigated were all roughly 0.6-m diameter holes at 
40 percent of the wing span. 
wings with a welding torch. 
to reduce the heat-affected zone. 

The wings were two-spar 

An undamaged wing and five damaged wings were tested. 
(For 

These three cases had substantial damage to 

The damaged areas were cut out of the 

In each of the three cases shown, 
Burned edges were ground back about 1 cm 
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damage reduced the  area moment-of-inertia of t he  wing about a chord 
l i n e  passing through the  damaged region by 10 t o  15 percent. 

STATIC LOADING TESTS 

The wings were cantilevered horizontal ly  from a test f i x t u r e  by 
Hydraulic jacks located at B and C i n  Figure 1 t h e i r  mounting lugs. 

provided a static v e r t i c a l  force. 
applied t o  the  f ront  spar  and f i f t e e n  percent to  the  rear spar  t o  s i m -  
u l a t e  a load d i s t r ibu t ion  due t o  aerodynamic lift. With the  undsmaged 
wing, a 45-kN force applied i n  t h i s  way resu l ted  i n  a uniform def lec t ion  
of approximately 15 cm a t  the  wing t i p .  With the  damaged wings, deflec- 
tions at the  point of load appl icat ion somethres exceeded the  30-cm 
st roke of the  jacks before fa i lure .  
supported i n  the  deformed configuration while the  load was removed from 
the jack for  shimming. Elimination of s t r a i n  re laxat ion during shimming 
was a goal. In  three tests where damage had been done t o  the  main spar ,  
the loads were slowly increased u n t i l  f a i l u r e  occurred. 
three tests, l imi ta t ions  of the  test f i x t u r e  prevented forces la rge  
enough t o  cause f a i l u r e  from being applied.  

Eighty-five percent of the  force was 

When t h i s  happened the  wings were 

In the  other  

I n  these tests s t r a i n s  were measured a t  e ight  locat ions on major 

These gages were mounted p a r a l l e l  
s t r u c t u r a l  elements of t he  wings. 
s t r a i n  gages is shown on Figure 1. 
t o  the spar ax i s  on the  top and bottom of the  spar caps. In  most cases,  
measured s t r a i n s  were l inea r  up t o  f a i l u r e  s ince  the  gages were not near 
the  c r i t i c a l  sect ion ( re f .  1). Gages near where f a i l u r e  occurred (par- 
t i cu l a r ly  3 and 4) recorded nonlinear s t r a i n s  a t  loads as small as 
50 percent of maximum. The measured s t r a i n  da t a  shown for  a 45-kN load 
were determined by extrapolation of data  from the  9 kN-to 27-kN range. 
A t  these lower load l eve l s  the  data  were l inea r ,  hence comparable w i t h  
: l inear  theore t ica l  analysis .  

The locat ion of four p a i r s  of SR4 

ANALYTICAL MODEL DEVELOPMENT 

Element Select ion 

A f i n i t e  element model of the RF-84F wing s t ruc tu re  was developed 
The first model (A i n  Figure 

The skin i n  Model A is composed of quad- 

This model had about 250 degrees- 

based on measureosnts made i n  the  f ie ld .  
3) used simple dements  i n  the in t e re s t  of economy. 
ments represented the spars. 
rilateral SHEAR elements t ha t  are bordered by ROD'S representing both 
s t r inge r s  and in-plane skin s t i f fnes s .  
of-f reedom. 

ROD and SHEAR ele- 
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In this structure, the spars carry most of the bending loads. The 
ROD elements representing bending stiffnecs .?f the spars were located on 
the wing surface. Their cross-sectional are,\ was chosen to provide the 
correct moment-of-inertia fcr each spar about its centroid. This repre- 
sentation resulted in a cross-sectional 2rea for the model that was 
smaller than that of the structure. Since the cross-sectional area of 
the spar and its model were not the same, stresses caused by axial loads 
were not correct. Stresses on the wing surfaces caused by bending loads 
were correct when a principal axis of inertia for the wing cross-section 
passed through the spar centroid. Generally, the bending stiffness of a 
model created in this way would be somewhat smaller than the stiffness 
of the structure. In these wings, this influence of modeling technique 
was less than 5 percent. 

The later Mdel C (Figure 4) varied from A in two respects: the 
number of elements was increased and in-plane stiffness was retained in 
the skin elements. 
wing, elements in the three large bays were made one-half their original 
length. This increased the problem size to 340 degrees-of-freedom. 
Further, the SHEAR elements that represent skin in Model A were replaced 
by TRMEM element::. These smaller elements with wider load carrying 
capability were expected to improve load distribution around damaged 
regions. 

After introducing additional grid points along the 

Although the strains predicted by these models were reasonable for 
the undamaged structure, they compared very poorly with measured values 
when either spar waL damaged. 
were as large as an order of magnitude. Consequently, the structural 
representation around the damaged region was reconsidered. The simple 
ROD and SHEAR elements representing beams were found to be inadequate 
for the complex load distribution in the vicintty of damage. 
cases 2 and 5 where half of the beam was removed over a 76-cm length, 
the ROD representing the residual spar section was replaced by BEAM 
elements through the damaged region. MpC's were required at the ends of 
these elements t o  enforce compatibility with the slope of adjacent 
structure. In damage case 3 where the rear spar was cut completely, the 
bending forces carried by that spar were transferred to the short inter- 
mediate spar. 
the intermediate spar. Hence, torsional stiffness of the ribs became 
important and was added to the properties of the ROD elements repre- 
senting these components. Twist in the ribs was determined by MPC's 
relating relative displacements of top and bottom grid points. These 
local modifications to the analytical model greatly improved the cor- 
relation of analytical and experimental results. 

In these cases of damage, differences 

In damage 

The transfer occurred mainly through ribs at cach end of 

Castraints Around Holes 

T)re simple structural elements used in the analytical model require 
speck- consideration on free boundaries. When elements are removed to 
represent damage, grid points bordering the hole can be left with 
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unrestrained degrees of freedom. 
larity will result. 
constraints on these grid points by means of multipoint constraints. 
The choice of constraint condicions is not unique. Lt is easy to spec- 
ify large displacements that are not compatible with the free edge of a 
hole. Forces required to achieve MPC constraints are not output directly 
so the degree of compatibility is not easily checked. 
considerations on free body sections passing through the hole can be 
used to determine these forces. Comparison with element forces at the 
cross-section has been used to test how well an MPC set satisfies the 
stress-free boundary condition of a hole. Generally, insignificant 
boundary forces have resulted from specifying a rigid body displacement 
relative to spanwise adjacent grid points. 

A lata1 error due to grid point singu- 
This can be remedied by providing displacement 

Equilibrium 

COMPARISON OF MEASURED AND CALCULATED STRAINS 

For comparison with the experimental results, a 45 kN static iorce 
was applied normal to the midplane of the model wing. Of the total, 85 
percent was applied at point B of Figure 1 and 15 percent at point C. 
Stresses in the elements and nodal displacements were calculated using 
the NASTRAN static analysis rigid format. 

Comparisons of calculated and measured strains on the undamaged 
wing encouraged confidence in the model that was first developed. With 
both Model A and Model C, calculated strains were within 17 percent of 
measured values for all gage locations on the undamaged wing. 
the large differences that occurred in damaged wings - in some cases as 
large as an order of magnitude - were a surprise. Since these large 
Lifferences were only present when the spars were damaged, it first 
seemed that the skin structure in the vicinity of the damage must be 
carrying large strain gradients and significant in-plane loads. Models 
B and C were developed to deal with these possibilities. They had a 
smaller element size and membrane rather than shear elements. These 
models did not substantially improve the correlation OF analytical and 
experimental results (compare ROD models in Figures 5 and 6). Sub- 
sequently, the simple elements adjacent to damage were replaced by 
higher order elements that could also carry bending or torsional loads. 
This markedly improved the correlation of calculated and measured 
strains. 

Hence, 

Spar strains calculated by the analytical models are compared with 
the few measured values In Figures 5 and 6. 
to the rear spar while Figure 8 shows the measured and calculated strains 
with this damage. 
underside of the front spar and corresponding strains. 
are along the top and bottom of the front and rear spars on a wing subject 
to a 45-kN vertical force near the wing tip. 
spar and with both models A and C, the Introduction of higher order 

Figure 7 Illustrates damage 

Similarly, Figures 9 and 10 Illustrate damage to the 
These axial strains 

In each case of damage to a 
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elements (H.O.E.) adjacent to damage greatly improved correlation with Y 

measured values. 
ically stable analytical model rather than refinements in the model. 

This improvement was a result of developing a numer- 
1 

I 
, residual load vector, 
i 

Numerical stability problems are associated with ill-conditioning 
of the stiffness matrix. In NASTRAN, an index of this problem is the 

: 
j 
I defined as the error vector 

where [I] is the identity matrix, [KK] is a stiffness matrix, and 
(PR) is the applied load vector. A nondimensional index can be 

where I I {PQ) I I is the norm of the applied load vector. 
parable results were obtained from the model when all components of (€1 were 
less than 10-14. A component of the order of 10-1* or larger indicated poor 
modeling. 
and 10 for each model. Another indication of numedcal problems caused by 
poor modeling was the large jump in nodal displacements across the damaged 
region. 
were as large as 25 m. 
order elements cured the conditioning problem. 

For this wing, com- 

The largest component of ( € 1  has been sitown in Figures 5, 6, 8 

Displacements normal to the wing surface just outboard of damage 
Replacement of elements around damage by higher 

CONCLUSIONS 6 
i E 
! Large differences between calculated and measured strains in damaged i : 
i 

wings have been associated with numerical instability. 
by the simple elements initially used to represent structure adjacent to 
the dwnaged region. 
affected by the stiffness of adjacent structural components in planes 
that had only negligible loads in the undamaged structure. The simple 
elements provided no stiffness in these planes. 
were required to handle the unusual loads around the damaged region. 

This was caused 

Load distribution around damage was significantly 

' 

j 

Mora complex elements 

: 
r 
I Analyses of semimonocoque structures are sensitive to structural 
j discontinuities. Holes and cutouts in particular can be troublesome. 
i The considerations which greatly improved the accuracy of this damaged 

wing analysis are believed to be generally applicable. 
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APPLICATION OF NASTRAN TO A FLUID SOLIDS UNIT 

IN THE PETROLEUM INDUSTRY 

Norman W. Nelson 

Exxon Research and Zngineering Company 
Florham Park, N e w  Jersey 

The appl ica t ion  of NASTRAN to  the design of a f lu id  so l id s  un i t  plenum/ 
i 
. 
. 
8 

cyclone/dipleg assembly is described. 
pressure and gravity.  
industry s ince the  equipment described is h i s t o r i c a l l y  c r i t i c a l ,  and, 
t o  the bes t  knowledge of the author,  has not previously been f u l l y  analyzed. 

The m j o r  loads considered are thermal, 
Such appl ica t ions  are of i n t e r e s t  i n  the petroleum 

INTRODUCTION 

Traditionally,  mechanical equipment engineers a t  -on design and specify 
ce r t a in  pressure vesse l  i n t e rna l s  which are deemed c r i t i c a l  t o  good process 
uni t  performance. 
design of the  internals f o r  the  f l u i d  s o l i d s  process presents perhaps one of 
the most d i f f i c u l t  challenges t o  the  designer. Unti l  recent ly ,  such designs 
were based upon many years of cumulative company experience, and whatever 
s t rength of mater ia ls  and pressure vessel  code approximations were avai lable .  
This paper deals  with the  r e l a t ive ly  new appl icat ion a t  Exxon of design by 
use of numerical analysis  computer codes. 
for  a number of reasons, including continually increasing thermal and pressure 
loadings for  greater  processing eff ic iency,  higher cost  of labor and materi-1s 
and the  ava i l ab i l i t y  of numerical computer codes such as NASTRAN. 
describes the  f i r s t  plenum chamber/cyclone/dipleg assembly numerically 
analyzed a t  Exxon. 

Of the  many un i t  operations car r ied  out  i n  a ref inery,  the  

This change i n  approach has occurred 

This paper 
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STRUCTURAL I.9ADINGS IN THE 
FLUID SOLIDS REGENERATOR 

A brief descr ipt ion of the  f lu id  solids process i8 essen t i a l  t o  under- 
standing the  nature of the loadings on f lu id  so l id s  un i t  internals .  Figure 
1 is a schematic drawing of the  process flow. In  the  reactor ,  o i l  i s  
"cracked" a t  high temperature i n  the presence of a f inely divided f luidized 
catalyst .  This cracked gaseous hydrocarbon passes through several  s tages  of 
cyclones t o  recover the ca ta lys t .  through t h e  reactor  plenum and out for  
fur ther  processing. The c r a c k k g  process leaves a carbon deposit  on the  
ca ta lys t ,  which i s  continuouslv t ransferred to  a regenerator where the  car-  
bon is  burnt off.  The combustion gases pass through several  s tages  of cy- 
clones, a plenum and from there  out of the  regenerator. 

Both vessels  are in te rna l ly  lined with an insu la t ing  refrectory.  How- 
ever, s ince a i r  i s  injected to  cause combustion, the  regenerator plenum runs 
a t  a higher temperature (usually 650 t o  75OoC) and is, therefore,  s t ruc tu ra l ly  
much more c r i t i c a l  than the reactor  plenum. Occasionally, combustion occurs 
for  short  periods i n  the  d i l u t e  phase above the f l u i d  bed, and, i n  the  
cyclones. 
during an upset. 

This can r a i s e  loca l  cyclone temperatures by several  hundred O C  

I n  addi t ion t o  the thermal loadings described above, another major 
loading occurs due t o  the pressure d i f f e r e n t i a l  across the  cyclone s tages  
separating the  plenum from the reactor.  
14 kPa but may double during u n i t  

This d i f f e r e n t i a l  is  usually about 
->sets. 

The f i n a l  major loading i s  the gravi ty  loading. I n  addi t ion to  the  
s t ruc tu ra l  masses of the diplegs,  cyclones and plenum, there  e x i s t  subs t an t i a l  
nonstructural  mass gravity loadings due to  erosion-resis tant  re f rac tory  
l in ings  i n  the cyclones and, i n  some appl icat ions,  the mass of 
ca ta lys t  i n  a plugged cyclone. 

PHYSICAL LAYOUT AND 
MODELLING ASSUMPTI3NS 

Figures 2 and 3 give the plenum planform and e leva t ion  for  the pa r t i cu la r  
regenerator plenum which was analyzed. I n  t h i s  application, the  plenum is  
joined t o  the  head by an inner and outer  s k i r t .  
cyclone p a i r s  which are arranged with '.he primaries a l t e rna te ly  inside and 
outside the secondaries. 
plenum f loor ,  where:? the  outer and inner primaries a r e  p a r t l y  scpportea by 
rods. Determination of rod loads under the  various loadings was one of the 
object ives  of the  analysis.  

There a r e  t en  primryleecondary 

The secondaries a r e  supported d i r ec t ly  from the  
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4 s  shown i n  Figure 2,  a 36" segment of the planform was modelled. 
Since only syaanetrical loading6 were applied,  symmstry boundary conditions were 
enforced elon3 these meridional planes. 
t rue  6ymsPatx-y l e  not qu i t e  s a t i s f i e d  along these boundaries. 
approximetion i s  closo,  end, furthermore, the usual compromise with coat  
must be mde. 
be of great  value i n  such appi icat ions.  

Study of Figure 2 w i l l  show thet 
Hawewr, the 

Future NASTRAN l eve ls  which permit periodic symrmetricity w i l l  

t i  

The model is delineated circumferent ia l ly  a s  shown in Figure 3. 
Dieplacement boundary conditions for  the s k i r t  cyl inders  were calculated 
by hand. 

I n  s e t t i n g  up the load cases for  the NASTRAN analys is ,  three general 
load categories  were recognized, i.e., gravity,  pressure, and ttl-~mal. 
Since the thermal displacement boundary conditions along the circumferential  
cu t s  were a t  least one order grea te r  than pressure displacement boundary 
conditions, thermal displacement boundary conditions were assumed f o r  a l l  
loadings i n  the region, and a separate  load case was run for  the thermal 
displacement boundary conditions alone. 
developed with only one decomposition and the  use of the  NASTRAN LOAD and 
SUBCOM cards. 

This permitted a l l  solut ions t o  be 

Figure 4 shows the coordinate systems u t i l i z e d  i n  mesh generation. 
The a b i l i t y  of NASTRAN t o  accept m u l t i p l e  coordinate systems worked t o  grea t  
advantage i n  applying in-house computer codes fo r  mesh genera t ion.  

THE NASTRAN MODEIS 

me comolete model is  shown i n  Figure 5 .  Fizure 6 shows the  upper portion 
of the model i n  more d e t a i l .  
were used to  model the cy l indr ica l  s k i r t s ,  the head, the f loor  and pa r t  
of the secondary cyclone bar re l s .  
one cyl inder  decay length below the f loor  by a CBAR beam element '*spider*' 
a t  whicn point e t r ans i t i on  was made t o  stepped CBAR beam elements t o  model 
the rmainder  of the cyklone, the dipleg.  snd the dipleg bracing. The. priatary 
r.vt+Zon*s, *.1..sir diplegs,  and rhe cmnect ing ducts between primary and secondary 
cycl.l*.*r tore a l l  modelled using CBAR beam elements. 
E~&1:r5d using CROD rod elements. 
flour DeBIps. 

CQUAD2 and CTRTA2 bending/membrane elements 

These cyclone ba r re l s  were terminated 

The hanger rods were 
CPWEM membrane elements were used for  the  

As mentioned e a r l i e r ,  separate models were developed for  the  outer cyl inder  
I n  addi t ion t o  a high meridional thermal gradient s k i r t  t o  head intersect ion.  

i n  t h i s  area, there  is a change i n  mater ia l  propert ies  where the s t a in l e s s  
steel s k i r t  joins  the  cooler mild s t e e l  she l l .  
t o  thermal f i e l d s  a r i s ing  from various insu la t ion  and s t ruc tu ra l  arrangements 
of the  s k i r t  cylinder, i t  was possible t o  optimize t h i s  de t a i l .  

By studying s t r e s s  response 
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The model i n  Figure 7 is a symmoatry wedge of t h i s  s k i r t  t o  head in te rsec t ion  
which u t i l i z e s  a pad plate. The "tails" are su f f i c i en t ly  long such tha t  
temperature boundary conditions calculated from one-dimensional solut ions 
could be applied a t  the ends. For the p la te  elements, f i lm coef f ic ien ts  
and environmental temperatures on either s ide  were combined t o  form an 
equivalent one-sided f i lm coef f ic ien t  and environmental temperature. In 
the so l id  .elements f i lm coef f ic ien ts  and environmental temperatures were 
applied Here, 
the environmental temperature was guessed, and an i t e r a t i v e  approach gdopted. 

i n  the  usual way, except fo r  the gap behind the pad p la te .  

Symetry conditions were enforced on the meridional planes for  both 
thermal and stress solutions.  In  both cases,  the number of unknowns was 
hrlved by using multipoint constraints ,  NASTRAN MPCs, t o  t i e  l i k e  meridional 
pbints. 
zone and CQUADP plate-membrane elements were urred i n  the "tails". 

NASTRAN, CHEXA2, and CWEDGE so l id  elements were used i n  the junction 

Figure 8 shows an a l t e rna t ive  model studied wherein the junction between 
s t a i n l e s s  and mild e -ee l  components is located 5 em below the  in te rsec t ion  
point. Boundary conditions were developed as described previously f o r  the 
so l id  model. This model conais t s  e n t i r e l y  of WAD2 elenmaate. 

The large overa l l  model contained 6787 degrees of freedom. It was 
solved on the IBM 360-168 computer, with high speed m u l t i p l i e r ,  a t  a region 
size of 2048K bytes. 
columns. 
mizer Selng operational a t  Exxon a t  that  time. 
2458 CPU seconds. 

The semibandwidth was 279 and there  were 258 ac t ive  
"be large semibandwidth was due t o  t1:e lack of a bandwidth opt i -  

Decomposition t i m e  w a s  

DISCUSSION OF RESULTS 

I n  assessing the r e s u l t s ,  much use was made of ?iASTRAN deformed p lo t s .  
3sca.ase of the d i f f e ren t  nature of thermal and sustained loads, three general 
load case categories were established. 
consist  of pressure and gravity loadings), thermal loads, and combined 
loads (which are  the sum of the f i r s t  ma). 

These a r e  mechanical loads (which 

Figure 9 ie a meridional c u t  near the center  of the wedge showing 
underlayed d e f J r ~ t i O n S  due t o  mechanical loads. 
on the oi-ter L,:Lrt and head, a s  well a s  the br fec t  of the hanger rod on 
the head a r e  c l ea r ly  evident. 
dipleg assembly on the f loor  deformations i s  also c lear .  

The e f f e c t s  of pressure 

The e f f e c t  of the gravi ty  load of the cyclone/ 
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Figure 10 shows the e f f e c t  of combined loads along the same meridian. 
Since the thermal load induced diaplacement f i e l d  is  at least an order 
greater than the mechanical load inducad displacemant f i e l d ,  e s sen t i a l ly  only 
thermel displacements can be seen. 
t o  s h e l l  junction can be c lear ly  ident i f ied  i n  t h i s  plot .  

High loca l  bending a t  the outer s k i r t  

A study of the stress pr intout  ahwed tha t  the s t ruc ture  a s  
designed, with a few minor modifications, was indeed good fo r  a l l  the  intended 
loads. 
ea s i ly  accommodsted within allowable stresses. This was found t o  be t rue  
i n  s p i t e  of the fvc t  that i t  was twice tha t  which would have been allowed 
by previously developed empirical  procedures. These procedures limit the 
pressure d i f f e r e n t i a l  over the  planform area to  the  equivalent gravity e f -  
f e c t  of the  head, f loor,  cyclones and diplegs. 

The design pressure d i f f e r e n t i a l  across  the plenum was found t o  be 

The one point of very high stress was the junction area between the outer 
cy l tnd r i c r l  s k i r t  and the head under thermel load. 
underlayed deformed p lo t  of the design u t i l i z i n g  a mild steel pad plate. 
Figure 12 shows deformation vectors for  the design employing a 5 cm long 
mild steel s k i r t  stub, a t  which point the junction t o  the  s t a i n l e s s  steel 

Figure 11 shows the 

i s k t r t  is  made. Of the two designs, the l a t t e r  shows lower stresses, and is 1 the  one which was f i n a l l y  adopted. 
i 

I CONCLUSIONS 
1 

L This analys is  has shown t h a t  modern applied mechanics computer codes 
I such as  NASTRAN can be e f fec t ive ly  used i n  the petroleum industry t o  remove 
1 overly conserva ti ;*e empirical  res tr ic t ions  which have developed over the years. 
1 I n  t h i s  instance, not only was the empirical r e s t r i c t i o n  on d i f f e r e n t i a l  
1 plenum pressure removed, but the  analysis  a l s o  forased a t t en t ion  upon the  

real area of high stress; namely, the s k i r t  to  head intersect ion.  Using 
I NA!STRAN hea t  t ransfer  and s t r u c t u r a l  capab i l i t i e s ,  a junction design was developed 
I which brought e t r e s ses  within allowable limits. 
! 
1 valuable now. 

~ would be most delcorne. 

Various Improvements planned f o r  future  NASTRAN l eve l s  would be most 
Spec i f ica l ly ,  the e b i l i t y  t o  t r e a t  periodic syomt r i c i ty ,  as 

w e l l  as the ab.! .ty t o  handle cons t i tu t ive  nonl inear i t ies  under thermal loadings 

i 
2 

i 



i 

t 

i 

1 I 
1 i I 

Combustion 
Air 

FLOW DIAGRAM OF TYPICAL FLUID SOLIDS UNIT 

- -D 

Reactor 

I 

/ 
-i 

w -.J-L / 

Variable 
Level 

\ 

126 

Figure 1 



. 

PLANFORM OF PLENUM CHAMBER AND CYCLONES 

Figure 2 
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COORDINATE SYSTEM 
IDENTIFICATION 

I 

Notes: 

0 Implicit Cartesian System 
1 = Cylinder System For Skirts, Floor And Head 
2 = Cylinder System For Full Cyclone Barrel and D i P h  
3 = Cylinder System For One-Half Cyclone Barrel and Oidee 

Figure 4 
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SHUTTLE WING PANEL STABILITY ANALYSIS 

T. Bdderes, P. &;on, E. Ranalli, 
J. Zalesak, and A. Levy 

Grurnman Aerospace Corporation 

SUMMARY 

The use of the NASTRAN program i n  the Shuttle wing s t a b i l i t y  analysis is  
Details of t h e  actual structure,  the f i n i t e  element idealization, described. 

and the  NASTRAN resu l t s  are  given. A comparison of the N A S M  resu l t s  with 
those obtained with another cmputer program and w i t h  hand generated resu l t s  
indicates good agreement. 
i s  i l l u s t r a t e d  and shows a considerable savings i n  cmrputer time. 
phasis i s  placed on the relationship of the NASTRAN analysis i n  t h e  design pro- 
cess bringing out more clear ly  t h e  contribution of the  results and s h d r z  %e 
importance of the mode plots.  Finally, a deficiency i n  the NASTRAN p la te  ele- 
ments when used t o  model structures made up of intersecting plates  i s  disctlseed. 

An a l te rna te  approach f o r  s3lvir-g eigenvalue prcblems 
Some em- 

1 
, 
? 

1 
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INTRODUCTION 

The Space Shut t le  wing s t ruc tu re  ( i l l u s t r a t e d  i:l Figure 1) i s  a l c w  aspect  
r a t i o  double delta wi th  r e l a t i v e l y  l i g h t  spanwise compressive load i n t e n s i t y  (up 
t o  875 kN/m (5000 lbs/inS u l t imate) .  The ex te rna l  skin surfaces  are required t o  
be buckle free during vehicle  operation i n  order  t o  insure the  i n t e g r i t y  of  t h e  
T h e m  Protect ion Systen (TPS! t i l e s .  These t i l e s ,  which are composed of  s i l i c a  
f ibers ,  p ro t ec t  t h e  veh ic l e ' s  ~11.7. n m  primary s t ruc tu re  on reent ry  such that 
t h e  maximum temperature i s  l imi ted  t o  176OC (350OF). 
c lose ly  spaced l ightweight s t r inge r s  which meet the  dual requirements of' a low 
ccver weight and a buckle free surface.  This i s  f a i r l y  typical of s t ruc tu res  
that  have been b u i l t  around t h e  concept of t h e  optimum comgression panel,  m o d i -  
f i e d  f o r  siiozr and la teral  loading. The stringer t h a t  w&: ,elected i s  a r o l l -  
formed s t re tched  aluminm and is  i l l u s t r a t e d  i n  Figure 2. ?lie unique shape of  
t h e  stringer (e ight  i n t e r n a l  corners and only two hinged free elements) per-  
mit ted t h e  use of gages as low as C.65 m (.@2 in.) while maintaining a test  
c r i p r l i n g  s t r eng th  of 379 MPa ( 5 5  k s i ) .  

The design ccns i s t s  of 

Large chordwise loads (normal t o  t h e  stringer) were i d e n t i f i e d  when the  
thermal loads,  r e su l t i ng  frm temperature grad ien ts  i n  t h e  primary s t r u c t u r e  due 
t o  reent ry  heat ing were ca lcu la ted  from a comprehensive wing-fuselage f i n i t e  ele- 
ment ana lys i s .  
came c r i t i c a l  f o r  design. 
overcame t h e  general  i n s t a b i l i t y  problem of the  s t i f f ened  cover panels  subjecced 
t o  l a r g e  chordwise loads.  
r i b l e t  midway between the  main r i b s  plus  s t i f f e n i n g  of the  s t r i n g e r  c ross  sec-  
t i o n  with bulkheads t o  prevent t h e i r  d i s to r t ion .  

These loads which are approximately 175 kN/m (1000 lbs/in.) be- 
Modifications t o  the  s t ruc tu re  were thus  required t o  

These modifications included t h e  addi t ion  of a l i g h t  

This paper i l l u s t r a t e s  how the  NASTRAN program s i g n i f i c a n t l y  contr ibuted t o  
tP.6 e f f o r t s  o f t h e  s t r  s analys ts  i n  ident i fy ing  t h e  mode shapes and t h e  c r i t i -  
cal parameters c o n t r o l l i r g  t h e  buckling s t r eng th  of t h e  cover panels.  



! 
.-.. .-. 

A 

D 

E 

G 

(axy 
I 

J 

L 

N 

T 

T '  

v 

a 

b 

m 

t 

w 

A 

V 

cr 

P 

SB 

ST 

A. . 

SDBOLS 

enclosed area of stringer 

flexurbll s t i f fness  of plate  = 

Young's modulus of e las t ic i ty  

shear msdul As 

average tora.:',onal r ig id i ty  of p1at.e 

moment of i ne r t i a  

torsional constant for  s t i f feners  

l e r i h  of plate,  distance between main r ib s  

applied hac? intensity 

work of extarnal loads 

torque 

s t ra in  energy 

width of plate,  distmce betwLen spws 

distance between s t i f feners  

number of half waves i n  width of ?late 

thickness of plate  

displacement n o m 1  t o  plate  

wavelength parame.;er 

Poisson's r a t io  

Et3 
12(1 - v2) 

Subscript 7 

crit ical .  
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DISCUSSION 

Structural  Model 

I 
A ty@al cover panel. spanning two adjacent spars and two ai jacent  ribs, i s ;  

t e r  of the  panel (ABCD) which included seven and one-' shuwn i n  Figure 3. One 
half  s t i f feners  was modeled. 
r i b  AB t o  s W a t e  a half sine wave mode existing between r i b s  on the continuous 
cover. 
antisymmetric boundary conditions were assumed along the grnrmetry planes Bc and 
CD. 
elements (QUAE?). The modified hat section was modeled as a Y section as shown 
i n  Figure 3 with BAR elements a2ded a t  the  base o f t h e  Y t o  obtain the  appro- 
p r i a t e  properties. 
section, it did not account for  the local  dis tor t ion which proved t o  be s ignif i -  
cant. Local dis tor t ion of the r e a l  stringer can drop the  effective torsional 
s t i f fness  G J  t o  l& of the S t .  Vennant value. Connecting the two legs Jf the 
s t i f fener  t o  form a Y produces a closed c e l l  tha t  has a G J  of about 3041; of t h e  
theoretical  value of the modified het.  Note that a Y section when modelid as 
shown i n  Figure 3 i s  vir tLsl ly  dis tor t ionless  &Je t o  the h u i l t  i n  t russ  feature 

for  closed c e l l s  i s  appropriate. This dozed c e l l  value, however, i s  close t o  
an effective value of tha t  would be obtained i f  the waist of the modified 
hat i s  included with the upper ce l l .  This i s  consistent with the insertion of 
"b1.xks" t o  form stiffening bulkheads i n  the real stringer.  

Conditions of simple support were imposed on the 

Simple support conditions were also imposed on spar tD. Symmetric or  

Fie f i n i t e  element model consisted of appoximately 570 nodes and 600 pla te  

Although t h i s  model represented the  basic stiffness of i e  

and hence the full tors ional  s t i f fness  calculated by the St. Vennant eqairt: ' ons 

Figure 4 shows a CALCOMP plo t  of t h e  NAsTR4N model where the  cover skin has 
been separated ?--om the  s t i f feners  for  c la r i ty .  

NASTRAN Analysis and Results for  the Basic Strhcture 

For the TWTRAN analysis Rigid Format 5 was used, employing t h e  inverse 
power me hod t o  obtain t h e  eigenvalues and eigenvectors. 

The NASTRAN results, for  the basic st iffened panel without modifications, 
Chordwise compressive loading (perpendic- 

+o the s t r ingers)  was applied and two different  s e t s  of boundary conditions 
are shown i n  Figtires 5 ,  6, 7 and 8. 
u l -  
were considered. For the  modes depicted i n  Figures 5 and 6, symmetric co-ditions 
were enforced along boundaries BC end CD, while for  the Lodes shown i n  Fibwe 7 
antisymmetric conditions were applied along EC and symmetric along CD. The first 
buckling mode ( for  symmetric condltions) i s  shown i n  Figure 5 where the displace- 
nents of the skin and the stringers are depicted. Also included i s  an end view 
at  CD which clear ly  shows the nuntar of half waves (m) and the  location of node 
l ines.  
tliat the first four nodes a re  coupled; tha t  i s ,  they involve both bending and 
torsion o f t t e  s t i f feners  while the f i f t h  mode i s  L pure bending mode since the  
st iffeners Scnd only. In a similar fashion the f irst  f i v e  buckling modes for the 
antisymmetric conditions are  i l lus t ra ted  i n  Figure 7. The NASTRAN resu l t s  have 
been plotted i n  nondimensional form against m, the  number of half  waves i n  the  rU' 

Figure 6 shows the next four modes with symmetric co-~di t ions.  It i s  note 
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zngth o f t h e  panel, i n  Figure 8. 
id antisymmetric boundary conditions are very close, they do not overlap. 
:ason for t h i s  i s  that the stresses i n  t h e  prebuckled s t a t e  are slightly diflec- 
it due t o  the difference i n  the boundary conditions. 

Note that while the results for the  symmetric 
Tht 

Comparison of  NASiBAN Results 

The NASTFUN results can be compared with results obtained with another can- 
i t e r  program, VIPASA, which is  described i n  Reference 1. 
rismatic structures consisting of lore plates connected along lorgitudinal lines. 
nus the cover sheet and stringers were modeled with a series of 0.762-m- (50 i n . )  
>ng, f l a t  plates. 
f the stringer, as did the NASMUN model, but folluwed closely the actual geo- 
z t r i c  outline accounting for chem m i l l i n g  patterns as s h m  i n  Figure 2. 
irst five VIPASA mode shapes, along with  the c r i t i ca l  l d s ,  are shown i n  Figure 
, for the case of symmetric boundary conditions. 
he VIPASA program are identical t o  those obtained w i t h  NASTRAN; however, the 
rder of the modes and t h e  values of the c r i t i c a l  loads differ.  

This program treats 

The VIPASA model did not employ a Y-section representation 

The 

The mode shapes obtained with 

A further ccmparison of the l?ASIWN results involved the use of hand cam- 
itations. 
wer pare1 was treated as an orthotropic plate,  and i n  the second, the energy 
sthod was used t o  obtain c r i t i ca l  loads. 
f orthotropic plete  theory t o  the stiffened panel.  
see Reference 2) together w i t h  the assumed mode shape, which takes on a half 
ine wave along the length o f t h e  st iffeners and varies i n  t h e  other direction, 
re shown. 
msional st iffness of  the st iffeners and coql ing  between the membrane r.nd 
Snding stresses due t o  the s h i f t  i n  the neutral axis. 
2 taken into account by employing a more general orthotropic plate theory as i n  
eference 3.  
alved using a computer. 
as taken t o  be zero and the stringer contribution t o  ( G I )  w 
igidity) was neglected. Note that while the 
verall  trend agrees wi th  the NASTRAN results i n  general, lower buckling loads 
re obtained wi th  the difference decreasing w i t h  m. 

Two different approaches were employed. In the first, the stiffened 

Figure 10 i l lus t ra tes  the application 
The go-rernir!! equations 

Note that the orthotropic plate equations i n  Figure 10 neglect Lhe 

The coupling effect can 

Faever, t h i s  leads t o  a complicated set of equations which must be 

(the plate t o r s i o l d  
Furthermore, i n  the calculations employed herein, 

Results are shown i n  Figure 8. 

vX 

The use o f t h e  energy method is shown i n  Figure 11. 
ssumed, and the s t r a i n  energy due t o  plate beniing, stringer bending and torsion 
nd the potential of the applied loads was camputed. Applica-tim nf t h e  y r i x i -  
l e  of minimum potential energy then resulted i n  a \-due f o r  the buckling load. 
ive different modes were assumed which are depicted i n  Figure 12 together with 
he respective buckling loads. 
ween the stringers and the plate is not filly accounted for. As shown i n  
eference 2 t h i s  interaction is  a function of t h e  mode shape. An approximate 
33 of accounting for t h i s  effect is suggested by Tknoshenko i n  Reference 4 and 
nvolves cmputing the moment of iner t ia  of the stringers about the bottan of 
he plate. Tne torsional constant for the st iffeners was taken as 33% of the 
heoretical value of the modified ha t  section so that  consistency wi th  the f in i t e  
lement model is  maintained. 
' lo t ted i n  Figure 8 and show excellent agreement w i t h  the NASTRAN results.  

Here a mode shape was 

Note that i n  t h i s  approach the interaction be- 

Results obtained w i t h  the energy method are also 

I 
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I'se of the  ALARM Subprogram 

The aforementioned XS'l iWij  snalyses had between 2724 and 2853 degrees of 
freedan. Also of considerable importance is 
the  elapsed time o r  w a l l  time which ranged f r a n  5 t o  10 hours for these runs. 
With such extensive canputer residence periods, t he  cauputing system r e l i a b i l i t y  
becomes an important factor. In f a c t  several  canputer system "crasnes" were ex- 
perienced durir-g t h i s  e f f o r t  which resulted i n  lost  calendar time. 

Canputer time i s  listed i n  Table 1. 

For these  reasons, and i n  an t ic ipa t ion  of analyses with an even grea te r  
mmber of degrees of freedom, an a l t e rna te  approach was investigated for solving 
l a rge  eigenvalae problans. 
t i o n  algorithm developed by Ojalvo and N e w m a n  (Reference 5 )  which was implenented 
i n t o  a working program for a KGA contraci  (Refererise 6 ) .  This szb~mgmn, c s l l m  

(Automatic Large Reduction of &trices) employs an au tana t ic  t r id iagonal  
reduction technique which is  iden t i ca l  to  the  FEER rout ine described i n  Reference 
7. The procedure was t o  generate the  stiffhess and incremental stiffness matrice: 
i n  NASTFW? and then t o  use A L A R M t o  obtain t h e  desired number of eigenvalues and 
elgenvectors. The modes were then passed back t o  7WX'IV.J t o  be plot ted.  Table 2 
shows a canparison of t h e  eigenvalues obtained from NAsI?IAN and ALARM. 
savings i n  comyuter time ic. evident from the  compariscn depicted i n  Tabi t  j, wnict 
shows t ha t  the NASTRAN-ALASM-NAS"R.V? prn:edure reduced the computer cost  by two- 
th i rds .  It  should be noted t h a t  the .E.WM values given i n  Table 2 are f o r  the  
17th i t e r a t ion ,  and t ha t  a f t e r  t he  first. i t e r a t i o n  the  f irst  f ive  eigenvalues 
agree w i t h  those i n  Table 2 t o  four  figures. Thus, the  number of i t e r a t i o n s  
could be cut  t o  2 o r  3 which wodd r e su l t  i n  a decrease o f  one-half i n  c o q u t e r  
time fo r  the  ALARb! step. 

The concept w a s  t o  use a -rery fas t  eigenvalue solu- 

The 
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THE REWI'INSHIP OF THE NASTRAN ANALYSIS 

TO SI1uTIzE WING DESIGN CONSIDERATIONS 

I n  t h e  previous discussion comparisons have been made between the NASTRAN 
results and values obtained by using other approaches. 
attempt t o  t i e  the various analytical and design ac t iv i t ies  together t o  obtain 
a more ccmprehensive view of the problen. 
of several act ivi t ies  that have taken place relative t o  the Shuttle Wing insta- 
b i l i t y  problem. 

It is advantweous t o  

Figure 13 i l lus t ra tes  the  relationship 

I n i t i a l l y  a l l  s tab i l i ty  calc*iLatiozF were performed using hand methods 
Obviously these methods are 

! limited, the results being only as good as t h e  assumed made shape. 
1 t o  gaess a t  the lacrest mode for overall instabi l i ty  can be d i f f icu l t  i f  not 
' impossible (needless t o  say it is  dangerous as w e l l ) .  Thus the NASTRAN analysis 
i warj undertaken t o  provide an overall check on the assumptions that were employed 
: i n  the hand calculations. 
' s ign  without the intermediate r iblet ,  while the second analysis incorporated the 
' riblet .  

(energy techniques using zssumed mode shqes;.  
Attempting 

As such, the first NASPRAN analysis duplicated the de- 

The main purpose of the r ib le t  i s  t o  prevent t h e  mode that consists of 
alternate bending of the stringers. 
discovered from the PUSTRAN malysis that  the stringer was s t i l l  twisting as it 
passed over the intermediate r iblet .  (See Figure 14(a) . )  
this, it was decided to  control the clearance between the stud and the flange 
of the r ib le t  (see Figure l5), such that when the stringer twisted it would 
come into contact with the flange o f t h e  r ib le t .  
as a t i e  bar  and the results of t h i s  modification are show. i n  Table 4 and 
Figure 14(b ) .  

kving prevented t h i s  type of motion, it was 

In order t o  prevent 

The r iblet  flange was mdeled 

Cross-sectional NASTRAN plots inCicsted that  the stringer section was s t i l l  
A t  t h i s  point we began t o  question the distorting as it passed over the r iblet .  

adequacy of the NASTRAN representation of the torsional st iffness of the stringer 
and i n  fact the effective G J  of the real  stringer. To answer some of these (pes- 
t i o n s  a series of stiffener studies was init iated.  iin individusl stringer and a 
.lo2 rn ( 4  i n . )  width of skin was modeled as an asseablage of bars, beans, torque 
tubes and shear panels.  

torque applied a t  the s k i n  stringer attachment and for a concentrated torque 
spplied a t  the end of the .38h (IS i n . )  length. 
were correlated w i t h  t e s t  data. 
formed shape a t  differelit stringer stations is  shown i n  Figure 16. 
severe bending distortion of the cross section a t  the loaded end and that the 
distortion decreases w i t h  the stringer station. 
the distortion would completely disaD?ear! an  indication that the t o t a l  torque 
would then be taken by S t .  Vennant torsion. The sine wave torcie loading (cam- 
parable to  the distribution of torsion that the stringer would nave to  res i s t  t o  
prevent buckling) was used to  calculate an effective G J  value for the stringer. 
The calculated value was approximately 12% of the S t .  Vennant torsional stiffness. 
A t  t h i s  point several design changes were considered. 
ttblocks" a t  various spacings which t ied the two sides of the stringer together 

, a t  the waist ( see  Figure l7(a,). 

This model more accurately preserved the geometric shape 
. of the real  stringer. The model was analyzed for a sine wave distribution of 

Results of t h i s  l a t t e r  analysis 
A cross-sectional plot of the model and the de- 

' Note the 

I f  the stringer were long enough, 

These included adding 

This scheze tends t o  mobilize t h e  upper portion 
L i 145 
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of the  stringer. A second concept was t o  inser t  a vertical "spike" through t h e  
s t r inger  t o  t i e  the  cover t o  t h e  ba t t am and tiro sides of the  stringer (see 
Figure 17(b)).  
weighs more. 
an alternate stringer concept that would not be subject t o  large dis tor t ion under 
torsional loading. 

T h i s  scheme is  far mre effective thL 
A th i rd  possibility was also irlAtia.i;ed, which was t o  investigate 

the block scheme but also 

The Shuttle W i n g  des- 101used a canbination of blocks and spikes. A 

The results 

This last 

spike was placed adjacent t o  each of +.he ribiet attachment points. 
PigUration was investigated by m o a i p Y i n g  the  previous NAS!CRAN model. 
of the analysis are shown i n  Table 4. 
adding a beam element $0 the skin parallel t o  the intermediate riblet. 
modification which prevented bending of the skin along the  riblet did l i t t l e  t o  
increase the buckling allowable. 

NAS'I'RANto predict the buckling behavior of structures composed of GUAD2 plate 
elements t n a t  intersect at an angle. 
is assumed t o  be l inear  between node points w h i l e  the  out of plane motion is  
essentially a cubic. An incompatibility problem thus inherently ex is t s  such 
tha t  elements connected at angles t o  each other do not continuously reinforce 
one another, but instead are "stitched" together at the nodes. 
this, the elements lack torsional s t i f feners  normal t o  the i r  plane. Thus, as a 
separate study, the QUAD2 elements were used t o  obtain the buckling modes of an 
equal leg angle column. 
mode o f t h e  angle could be obtained usirg a refined grid, convergence was Prcm 
the  1- side. 
buckling mode could not be obtained. In  order t o  clarify t h i s  problem, an in-  
vestigation t o  determine the  applicabili ty of higher order p la te  elements (as 
described i n  Reference 8) bas been ini t ia ted.  
t o  an alternate analytical  approach, the VIPASA program. 
tinuous structure i n  detail. 
ing o r  items that do not fit in to  a Fourier series expansion, 
of the  VIPASA results has been discussed previously. 

This con- 

The f ina l  NASl'RAN analysis consist@ of 

Some concern was developed at t h i s  t i m e  over the adequacy of elements i n  

In the  WAD2 elements, the  inplane motion 

In addition t o  

It was discovered tha t  w h i l e  t he  torsional buckling 

Mhermore ,  some peculiar modes were observed ard t he  mer 

These concerns caused us t o  turn 
VIPASA can model con- 

It cannot, however, account fo r  discrete s t i f fen-  
The correlation 

As discussed above, work was in i t ia ted  t o  develop an al ternate  stringer con- 
cept with the  prime goal of minimizing the local  distortion. This involved the 
analysis of a typical uni t  width of s$ inger with a torsion load applied a t  the 
sk in  1 . i ~  which i s  balanced with a (&! shear flow distribution. The stringer 
behaves LS a frame, and hence has an internal  force and moment distribution. 
Dividing the  mmerrt by the  force gives the location of the load l ine .  
metric shape of the stringer was then m o d i f i e d  t o  straddle the  1Lwd l ine ,  k?oning 
i n  mind other considerations such as local  crippling requirements, fabrication 
restr ic t ions and clearances dictated by the present design. 
analysis and geometric modification was i terated u n t i l  a stringer of the Shape 
shown in  Figure l7(c) was obtained. 
mately 5 times the effective G J  of t h e  unreinforced modified hat. Work is  not 
yet complete on t h i s  concept but strong consideration is  being given t o  it for 
inclusion i n  future Shuttle W i n g  designs. 

The geo- 

The process of 

The effective SJ of %hi s  stringer i s  approxi- 

A u s e m  plot  t h a t  i l l u s t r a t e s  the effects  of the  variaus design parameters 
is  shown i n  F i h r e  18 where the c r i t i c a l  s t ress  i s  plotted as a function of the  I 
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unqqmrted stringer length. 
given i n  Figure 11. 
stress i n  using the frame stiffened hat over the  modified hat. 
are indicated for a range of modified hat effective GJ values; the particular 
value within the  range depends on the cunbimtion of block and spike spacing and 
stringer length. M e  that theeffective G J  for  a stringer varies with length 
and is equal t o  the St. Vennant value at L = 
should be nuted that fWm a practical point of view one can questiapl the rea l  
effectiveness of the blocks and spikes as these quantities are related t o  various 
manufacturing procedures. The four lowest values f’rm Table 4 have been 
superimposed on the plot at  spacings of O.”& (30 id a d  0.381m (15- NASEUUI 
analysis I did not include the  riblet; analysis I1 did kit did not prevent twist- 
ing at the r ib le t  support (hence it is laver t h a n  the value predicted by the bard 
calculations which tacitly assume zero rotation at the wxpports). NASTRAN analy- 
sis I11 prevented ratation at t h e  support but not distortion. 
vel?:.& rotation and distortion by inserting a spike at the riblet. 

The plot was obtained using the  energy equations 
The plot i l lustrates  the improvement i n  allowable buckling 

Buckling stresses I 
and v i r t u a l l y  zero for L = O . I t  ad80 

Analysis IV pre- 

I The plot also indicates the improvenent i n  buckling stress due t o  inserting 
the r ib le t  (spacing changes from 0.762m (30 in.) t o  0.38l.m (15 in.))which prevents 

! the first bending mode. 
1 
! 
t It is important t o  note that simplified tests of the s t i f f ened  panel, under 
! transverse canpressive loading, correlated well with some but nut a l l  of the  
[ analytical results. In general, the  large strength increases i n  the bending 
1 and coupled modes due t o  the addition of the r ib le t  were attained. Also, the 

i and spike modifications was corroborated. For t h e  torsion modes, hawever, an 
‘ effectiw length reduction fkvmn 0.762~1 (30 in)  to 0.38Im (15 ins proved d i f f i -  
, cult t o  attain. Subsequent analysis, using hand camputations, shared t h a t  these 
I lower than expected strength levels could be traced t o  the low torsional stiff- 

improvement i n  the effective torsional st iffness of the stringer wi th  the block 

ness provided at  mid bey. 
too flexible and allowed t w i s t i n g  as t h e  p la te  buckled. 
observations. 
the local stifYness which affect  the  behavior o f t h e  actual structure. 

In  effect t he  torsional restraint at  the r ib le t  was 
This agreed with test 

There results demonstrate the  need t o  provide and model accurately 

f 
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CONCLUDING REXAFtKS 

The use o f t h e  NASTRANprogram i n  t h e  s tab i l i ty  analysis of the Shuttle 
wing panels has been described. Moreover, the  role of the NASTRAN analysis i n  
the design process has been discussed t o  i l l u s t r a t e  how it impacted the design. 
The NASTRAN results helped t o  identify t h e  c r i t i c a l  modes and shuw the impor- 
tance of the torsional pruperties of the stiffeners. 
plots o f t h e  mode shapes were indispensible i n  that they indicated where the 
f'ixes should be made and clearly demonstrated their  effectiveness. 
indicated that for fiture analyses (which w i l l  include spanwise loading i n  
addition t o  the  c h o M s e  loading t o  determine the interaction effects) a better 
representation o f t h e  stringers is required. 

In this effort ,  the NASTRAN 

The results 

It was demonstraxed that  a tridiagonal reduction scheme can greatly reduce 
the camputer cost i n  solving large eigenvalue problems. 

Finally, it was disLovered tha t  the plate  bending elements i n  NAS--duv have 
i ncaqa t ib i l i t i e s  whick? cxcc lead t o  diff icul t ies  when the elements are used t o  
model structwes made up cf intersecting plates. Further work i n  t h i s  area i s  
clearly required to develop tb plate bending element which would overcome the 
present deficiencies. 
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TABLE 2 - RESULTS FOR MODE! SET 3 

MODE 
~ 

1 

2 

3 
4 

5 

6 

7 

8 

9 

10 

. 8352132 

.9@5288 

1.147748 

1.363310 

1.592082 

1.828488 

2 . 050866 
2 069w 

2 . 2175 36 
2 . 327002 

d 
t 
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TABLE 3 - NASTRAN-ALARM COMPARISON 

TOTAL 

SYSTEM MIN. 

I 

81 285 30 135 

621.55 224 

E 

c 
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TABL3 4 - SUMMARY OF NASTRAN ANALYSES 

CASE 
Mode Mode 1 Mode 2 

I. Basic Structure 

100.5 
(574) 

I 

If. Intermediate Rib Added with Vertical and 
Rotation Supports a t  Rib T i e  

146.2 
(835) 

166.7 
(952) 

201.2 
(1149) 

11. Tie Bar  Added a t  Top of Intermediate Rib 

'\(';7.- Rod Elements 240.8 
0.375) 

I IV. Spike Added 
r B a r  Elements 

264.3 
(1509) 

291.2 
(1663 1 

-4 1 
~ ~ ~ 

V. Beam Added to Skin Parme1 to Intermediate 
Rib /Bar Elements 

i 
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I b= 0.102 m 
'(4 in.)-- I-,---' ~ ( QUAD2 Elements 

/ Zacetion of 
Intermediate Rib 

-Center l ine  
of  stiffener 

Figure 3.-  Shuttle wing panel. model. 
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Mode 5 - X = 1.0, N, = 129.0 km/m (737 l b / a  m-15 

Figure 6.- NASTRAN results - modes 2-5 - symmetric condlllons. 
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m e  2 - = 1.2666, N, = 101.6 U / m  (580 l b / 4  m=U 

Mode 3 - 1 = 1.875, N, = 105.1 kN/m (600 lb/in) m=8 

4 - h = l.on, N,, = U4.5 kN/m (654 l b / a  m=14 

i Mode 5 - 1 = 0.9375, N, = 134.9 m/m (770 W i n )  m=16 

Figure 7.- RASTRAIQ results - modes 1-5 - antisymmetric conditions. ! 
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m (number of half waves in width of plate)  

Figure 8.- Compwison of results. 
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N,, = 90.2 kN/m (515 l b / i d  

X=1.30 
rll 

N,, = 99.6 kN/m (563 l b / i d  

. -7 
AS.142 

Ncr = 101.9 kN/m (582 l b / i d  

A =  1.19 
m=U 

N,, = 132.4 kN/m ('(56 lb / in$  

A =l 
m=15 

Figure 9.- Results obtaified with VIPASA program. 
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Figure 10.- Orthotropic plate equations. 
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Figure 11.- Energy approach. 
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X = 1  
m = 15 

Stringer 
Torsion 

A = 1  
rn = 15 

I 

x = 1 . 5  
m = 10 

N, = 100.9 kH/m 
(516 l b / N  

N,, = 118.2 kN/m 

(675 lb/ir$ 

m = 7.5 I\ 
L J  

N,. = 101.9 W/m 
, \  - r  

h = 1.333 (582 lb/inJ 

m = l l . 2 5  

Figure 12.- Results of energy approach. i 
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IoAsTRAM ANALYSIS - CASE I1 lSt MCDE 

N,, = 146.2 kN/m (835 l b / i d  

(A 1 

I (B! 

1 
Figure 14.- NASTRAN results for moCifiea structure. 
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Figure 17.- S t r inger  detiqn conccgts. 
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PRESSURE DEFORMATION OF TIRES USING DIFFERENTIAL STIFFNESS FOR 

TRIANGULAR SOL ID-OF-REVOLUTION ELEMENTS 

By C.H.S. Chen 
B.F. Goodrich Co. 

Akron, Ohio 

SUMMARY 

This paper presents the derivation o f  the di f ferent ia l  s t i f fness f o r  
tr iangular so l id  o f  revolut ion elements. The derivation takes in to  account the 
element r i g i d  body rotat ion only, the rotat ion being about the circumferential 
axis. 
applization o f  t h i s  feature. 

Internal pressurization o f  a pneumatic t i r e  i s  used t o  i l l u s t r a t e  the 

INTRODUCTION 

In  the NASTRAN computer code, the r i g i d  format No.4 i s  the so-called s ta t i c  
analysis wi th d i f fe ren t ia l  st i f fness. This method o f  analysis i s  a f i r s t  approx- 
imation t o  large deflect ion effects. The di f ferent ia l  st i f fness refers t o  the 
geometry st i f fness which i s  generated using the stresses i n  the element which 
are computed from the i n i t i a l  l inear  stress analysis. The d i f fe ren t ia l  s t i f f -  
ness i s  available f o r  rods, beams, shear panels, plates, and conical shel l  ele- 
ments. However, sometimes one desires that  the di f ferent ia l  st i f fness be avai l-  
able t o  so l id  elements. This i s  par t icu lar ly  t rue when one 2eals wi th a 
structure having thick wall yet  f l ex ib le  i n  nature. With th i s  i n  mind, the 
d i f fe ren t ia l  st i f fness f o r  a tr iangular solid-of-revolution element i s  developed 
and incorporated in to  NASTRAN. 

An the case o f  a r ing  element loaded axisymnetrically, there exists only 
one rotat ion o f  the element which i s  the rotat ion about the circumferential .xis. 
We w i l l  assume that  the stress and circumfeeential ro tat ion are uniform through 
the element. Furthermore, i n  computing the work done by the forces i n  ar n 
element we w i l l  neglect the work done i n  conjunction wi th the normal and shear 
strains and the work done by the circumferential stress and strain. Thi i s  i n  
accord with the derivation o f  the di f ferent ia l  st i f fness f o r  a tr iangular 
membrane element presented i n  r9ference 1. 
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DERIVATIM OF DIFFERENTIAL STIFFNESS MATRIX 

The triangular r ing  element i n  NASTRBN assumes the following displacement 
f i e l d  (Fig. 1) 

U 81 + 827 + 832 (1 .a) 

W = 84 + 85r + BsZ (1 .b) 

where u, w are the displacements i n  the direction of the r, z coordinates 
respectively. Inverting the above yields 

181 = [rgq1€q1 (2) 

where {qIT= LU, w1 u2 w2 u3 w3 J 

{BIT= L 61 62 83 84 Bg 66 J 

Due t o  symnetry the only rotation of the element i s  the circumferential rotation 
0 8  which according to reference 1 i s  given as 

(3)  - 1  a n - 2  1 W e - T k  a t  I=  ( B5 - 63) 

Substituting B5 and from equation (2) fnto equation (3) we obtain 

0 0 0 0 0 0  
0 0 0 0 0 0  

Ir23 '23 '31 '31 r12 '12 

and 
L 

'ij = ri - 
zij = zi - zj 

* '12'13 - '13'12 
Consi fering only the circumferential r i g i d  bodj 

J 

rotat ion and neglecting the 
effects o f  the normal and shear strains, then Lie work done by forces ir an 
element o f  volume V reduces t o  

1-72 
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(5) 

where O r  and 
respectively. Hence the matrix of the d i f ferent ia l  st i f fness coefficient f o r  
that element i s  simply 

are the element noma1 stresses i n  the r and z directions, 

Ue then C, ve the d i f fe ren t ia l  stiffness matrix i n  tenas of the generalized coor- 
dinate Mi r 

The above d i f fe ren t ia l  st i f fness matrix i s  then transformed t o  g r i d  point  coor- 
dinates by means o f  equation (2) as 

This geometric stiffness matrix i s  then added to the e last ic  stiffness matrix to 
y i e l d  the to ta l  stiffness matrix of the structure. 

APPLICATION TO PNEUMATIC TIRE INFLATION 

Ne w i l l  apply the above formulation to the problem o f  in f la t ing a pneuinatic 
t i re .  This i s  an example which can be considered as an axisymnetric problem. 
Fig. 2 shows one-half o f  a typical  meridian cross-section o f  a btas pneumatic 
tire. I t s  structural elements consist o f  (1) rubber which spreads from the 
tread area t o  shoulder area and t o  sidewall area and t o  the bead area, (2) casing 
or carcass which i s  the main load carrying member, and (3) bead, which seats 
the t i r e  t o  the wheel r i m .  The carcass i s  a multi- layer composite which consists 
of a number of p l ies  stacked together 
made of many flexible high modulus cord of natural text i le .  synthetic polymer, 
glass f iber embedded i n  and bonded to a matrix o f  low-modclus polymeric material 
such as rubber. The p l ies  are usua?ly stacking together i n  a pa i r  of symnetric 
bias cord angle wi th  respect to the circumferential axis. 

The p l y  i s  a unidirect ional compos!te 

If we know the properties of the mat r ix  and cord materials and t h e i r  volume 
ratios, then the properties o f  the composite p l y  i n  i t s  principal directions, 
directions 1 and 2 i n  Fig. 3, can be determined by the well-known Halpin-Tsai 
equation, reference 2. The p l y  i s  assumed to be transversely isotropic, i.e. 
Young's modulus E33 = E2* and Poisson's ra t ios v13=v12, vg=v23. The we1 1-known 
transformation matrix for elast ic  constants through a ro t i on  i s  then epplied 
t o  obtain the p l y  stiffness matrix i n  the laminate coordinate system x, y. For 
the present case, they are the idional and circumferential directions. The 
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cord angle a w h i c h  i s  a l s o  t h e  angle of r o t a t i o n  of the transformation i s  c a l -  
cu la ted  from the following equation known as  " l i f t  equation" i n  the t i re  
industry.  

r 1  cos B 
rc 1 + E cos a 
-- = -  (9) 

where a = cord angle i n  the body of t i r e  which takes  the molded shape 
B = cord angle i n  the i n i t i a l  cy l inde r  before molding 
r = rad ius  coordinate of  the loca t ion  i n  the body of t i re  
rc= rad ius  of the i n i t i a l  cy l inder  before molding 
E = estimated cord s t r a i n  

The t o t a l  effective carcass  stiffness matrix is  then obtained by the method i n  
reference 3. 
ply laminate of (+a) and ( - a )  cord o r i en ta t ions .  

In general ,  the laminate can be s a t i s f a c t o r i l y  represented by two- 

The material  p roper t ies  used i n  our example are 

cord modul us E, = 0.52376~1 O5 kg/cm2 ( 7 . 4 5 ~ 1  O5 psi ) 

cord Poisson's r a t i o  vc = 3.3 

rubber modulus E, = 52.7278 kg/cm2 (750 psi) 

rubber Poisson's r a t i o  vr = 0.48 

Other da ta  used are 

B = 57 degrees 
= 21.4846 cm (8.4585 i n . )  rC 

The cord strain E is assumed t o  be cons tan t  and i ts  value a t  the crown is  used. 
The rad ius  of  the ply center line a t  the crown i s  32.8308 cm (12.9255 i n . )  and 
the f i n a l  cord angle a t  t h a t  p o i n t  is  assumed t o  be 32 degrees w i t h  reference 
t o  circumferential  circle. The t i r e  is subjected to  internal pressure  of 

1.6873 kg/cm2 (24 psi). For s impl i c i ty ,  the t i re  i s  assumed t o  be f ixed  a t  a 
section close t o  the bead. In a l l ,  488 elements and 317 g r i d  points a r e  used 
for  one-half of the t i r e  cross-section. Figure 4 shows the shape of a 
deformed and undeformed t i re  sec t ion  f o r  the l i n e a r  so lu t ion  and f o r  the 
d i f f e r e n t i a l  stiffness solut ion.  The r ad ia l  displacement of the outer p ly  line 
u s i n g  NASTRAN i s  1.3785 cm (0.54277 i n . )  compared w i t h  1.2217 cm (0.481 i n .  j 
from a shell theory. The shell theory neglec ts  the rubber i n  the t r ead ,  
shoulder, sidewall ,  and bead and only considers the carcass a s  a t h i n  e l a s t i c  
shell of o r tho t rop ic  material. The increase i n  the t i re  outer r ad ius  due t o  
in f la t ion  is computed by NASTRAN t o  be 1.3419 cm (0.52829 i n . )  a s  compared w i t h  
1.0976 cm (0.448 in.) from measurement. The r ad ia l  displacement of the same 
p o i n t  from NASTRAN l i n e a r  solution is  1.7499 cm (0.68895 in . ) .  The  i n f l a t e d  
dimension of the outer carcass line i n  the z d i r e c t i o n  i s  10.3045 cm (4.0569 
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in.) from NASTRAN and 9.9847 cm (3.931 n.) from shel l  theory. The section 
width o f  the t i r e ( the  maximum dimension of the t i r e  outer p ro f i l e  i n  the z 
d i rect ion) a f t 0  i n f l a t i o n  i s  21.116 cm (8.3134 in . )  f rom NASTRAN as compared 
with 20.7772 cm (8.18 in.)  from the mea! urement. As can be seen, the inclusion 1 of the di f ferent ia l  stiffness resul ts  i n  a great improvement over the l i nea r  

, solution. However, there are s t i l l  discrepancies i n  the various results. The 
, discrepancies can be at t r ibuted t o  factors such as material characterization, 

assumptions on the boundary conditions, i n i t i a l  shape, cord angles, cord strain, 
and the poss ib i l i t y  of the residual stresses i n  the actual t i r e .  

CONCLUDING REMARKS 

We have presented here the der ivat ion o f  the d i f fe ren t ia l  s t i f fness  matrix 
for t r iangular sol id-of-revolut ion elements. 
using the in f la t ion  o f  i: bias t i r e  as an example. The d i f fe ren t ia l  s t i f fness  
o f  a r i n g  element i t  par t i cu la r l y  useful when dealing w i th  structure which has 
th ick  wall  ye t  f l e x i b l e  enough t o  undergo large displacement and rotat ion.  
The example of the t i r e  i n f l a t i on  demonstrates t h i s  point. The numerical 
resul ts  i n  the present example are qui te  satisfactory. 

I t s  appl icat ion i s  i l l u s t r a t e d  

As mentioned ear l ier ,  the j e r i v a t i m  of the d i f f e ren t i a l  s t i f fness  present- 
ed i n  t h i s  paper i s  based on the in fomat ion contained i n  the manual for  Level 
12, reference 1, since i t  was avai lable t o  t h i s  author a t  that  time. This 
author has learned since then that  Level 15.5 (reFerence 4) has a refined 
der ivat ion o f  the d i f f e ren t i a i  s t i f fness which includes the ef fects  of the 
normal and shear strains i n  computing the energy. Hence, if a ne* der ivat ion of 
the d i f f e ren t i a l  st i f f , ,esr i o r  a t r iangular r i n g  element were made t o  include 
the t f f e c t s  o f  the normal and shear strains and also t c  include the e f fec t  of 
the circumferential strain,  it would probably give o better solut ion than the 
present one. 
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Figure  1.- Triangular so l id  of revolution element. 
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Figure 2 . -  Meridian cross sect ion of a tire. 
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L LINEAR SOLUTION 
(a) Linear solution. 

Figure 4.- Deformed @.nd undeformed tire cross sec.ion. 
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A ).AILSAFE ANALYSIS USING NASTRAN'S PIECEWISE LINEAR 
ANALYSIS AND A NINE NODE LINEAR CRACK ELEMENT 

1 1 
1 
! 

t I ! 

R. F. Wilkinzon and 3. W.  Kelley 

Lockheed-Gc m , i  a CaRIpany 

SUMMARY 

This paper shows how a two-dimensional crock element was implemented into 
NASTRAN as a user dummy element and used to study failsafe characteristics of the 
C5A fuselage. The element i s  formulated from Reissner's functional requiring that it 
satisfy cornpatability wi th  the linear boundary displacement elements in  NASTRAN. 
Its accuracy i s  demonstrated by analy; h g  for the stress intensity factors of two simple 
crack configurations for which there are classic solutions. 

INTRODUCTION 

A Lockheed requirement during the design of the CSA was for the pressurized 
fuselage structure to have the capability of sustaining a longitudinal crack in  t)re skin. 
Circumferential strops are attached to the skin midway between the frames to provide 
this capability. 
attaching them to the skin are conservative and as a result dictate the use of high strength 
fosteners. 
elements, to make a finite element analysis which eliminates much of th is  conservatism, 

Conventional methods for designing the straps and the system for 

It is now posible, due to the introduction of special crack tip singularity 
. 

Part of the criterion for determining i f  a crack can be arresred i s  to find a 
configuration for which the stress intensity factor at the tip of the crack i s  lower than 
the critical stress intensity factor for the skin materio). NASTRAN was considered the 
best analysis tocl with which to analyze the wrioi .  crtrck configurations. This was due 
to the ease wit)? .!hich a cra& element can be inccocmted into i t  as a user dummy 
element. 
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LIST OF SYMBOLS 

I ' 
Str* .- i 

it*&.. 

Displacement 

Vector normal to a arrbce 

Applied ttactions 

Applied displacements 

Complementary energy function 

body forces 

Volume of an element 

Surface on which ;* ore specified 

Surface on which U* are specified 

Interior boundary subdividing a region into finite elements 

Compliance matrix 

Shear modulus 

Poisson's ratio 



SlNGUlARlW CRACK ELEMENT FORMULATION 

In this section the stiffness matrix and the r e l a t i d i p  between the nodal 
diqlacememts and the s t m s  intensity bctoa for o cmck element om developed. 

kissnerb functional, bfkence 1, for a region subdivided by boundaries D into 
finite elements gives 

where the summation includes all the finite elements making up the mgion 

If the displacements of the surfaces D are assumed compottble between finite 
elements, then the necessury conditions for 
in the functions Ora , and fl ,  are the following five Euler equations: 

C to be stotionary due to a variation 

Ora F on st? 

Ccr' rc? on s, 

we has the property = e,, 
3 9 U  

(Hook's Law) 

(Equilibrium Equations) 

(Traction boundary cod i  tion) 

(Displacement bounday 
condition) 

(Stress continuity between 
elements) 
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For this fom of the functional the displacements 
integruls and hence do not have to be defined in the interior of the element. 

pt only a p p r  in the boundory 

In applying 11 to the finite element shwn i n  Figure 1 the &asses are 
approDtimoted by finite series and the dispbcemenb yt 
between nodol displacements { 0 } . 
the linear boundary displacement demmtsalready in the NASTRAN system. 
these approximate functions in motrix form 

ore required to vary linearly 
This ensures displacement compatibility with 

btpressim 

(10) 12$ = [ ( 0 3  ( Q )  displacements of the surface 0 

where [ P ]  
coefficients, [lo] are l inpr interpolatierrci of he nodal displacements 1 Q i along 
theboundaryD,and [ P J  arethewluesof [ P ]  thatgivethestream { o  

do not 
to be defined as there am no enforced bcundary displacements associated with this 
element. 

are the assumed series of stress functions and } are the corresponding 

Equation 9 normal to the 6 oundary D. The stresses on he boundary Sp 
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Substituting (O), (lo), and (I  1) into (8) gives the contribution of the cmck element 
tOJ. 

Whete  

Due t, the fact that the coefficients,( B 1 
necesmry condition for Jlc to be stationary is aJlc 3 . This yields: 

are independent between elements the 

-t 

Substituting (75) into (12) and finding o stationary value of J l c  with respect to { Q } 
give the contribution of the crack element to the total stiffness matrix 

(16) [US] = [KAT[..]̂ ' E A ]  

b c h  term in the series used to approximate the stresses has to satisfy equilibrium 
and the stress boundary conditions. 
singularity near the tip of the crock. The form that has been assumed for this element 
is that which was developed from the Willhms series of stress functions by Abenon and 
Anderson in Reference 2. The twc dimensional stress distributions in polar coordinates 
are: 

The series also has to include the known stress 
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(19) 

, 

in which 

where BSn and the symmetric and antisymmutric parts of { 8 1. 
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The symmetri 
the singularity Rx . 
intensity kcton K, and K, by the followingj formulas 

nd antisymmetric coefficients #Sl and #A1 are associated with 
They are related to the opening and sliding mode stress 

Hence once the displacements { Q 
&and #SI 
facton through (20) ond (21). 

have been determined the leading coefficients 
can be recovered through (15) and subsequently the stress intensity 

IMPLEMENTING THE CRACK ELEMENT INTO NASTRAN 

The nine node crack element has been implemented into NASTRAN through the 
dummy element capability. This capability permits a user to enter his own element 
subroutines for the purpose of generating the stiffness and mass matrix contributions, 
the thermal load contributions and for the computation of various stresses and forces 
for output (see section 8.8.5 of the NASTRAN PROGRAMMERS MANUAL, Reference 
3). 
to the system. 

This procedure i s  relatively simple compared to adding an entirely new element 

The crack element has been implemented as a DUMP element. The format for the 
ADUMP, CDUMP, and PDUMP bulk data cads which are used to enter the geometry, 
property, and connectivity data i s  shown in Figure 2. 
implement the element i s  as follows. 

The procedure used to 

o Create an element stiffness subroutine KDUM2 which computes and outputs 
to functional module SMAI one & x 6 matrix for each connecting grid point 
with respect to the connective pivot point. 

o Create two subroutines SDUMPl and SDUAA22 to compute and output to 
functional module SDR2 the stress Intensity factors. 

187 



e 

1 

I 

I 

o Remap LINK3 to include the 7ew routine KDUM2 and LINK13 to include 
the new routines SDUM2l and SDUM22. 

A l l  the element stiffness subroutines called by SMAI, including KDlJM2, are 
overlayed. Therefore to avoid reducing the working core available to SMAI, KDl!M2 
was programmed in lass core than the largest amount used by any of the existing element 
stiffness routines. To do th i s  i t  was necessary to fix the shape of the element shwn in 

gure 1. 
boundary. 
and (14) externally to NASTRAN for a unit element size. 
integrated for a unit value of each of the two independent coefficients for an isotropic 
material in the compliance matrix [S ] i.e. 

Chosen was a square with the nine grid points equally spaced around the 
This made it possible to compute the integrations involved in (13) 

Further (13) was 

where 

s, = 1 / 2 G  

( - V / 2 G  PLANE STRAIN 

’* = I - u / 2 G ( l + u )  PLANESTRESS 

8 

The resulting unit matrix for [KA] 
permanent data in the subroutines KDUM2 and SDUM21. 

and the two unit matrices for [KS] are used as 
I 

I 
Subroutine KDUM2 forms the matrices [KA] and [KC] in  double precision from 

the three unit matrices for a specific element size and material, 
(16) to compute the 2 x 2 stiffness matrices in the local element coordinate 
system for each grid point associated with the respective connective pivot point. Finally 
it transforms these 2 x 2 matrices into 6 x 6 matrices in the global coordinate system. 

It then uses these in 



i 

I 1 
1 

1 
I 

Similarly subroutine $DUM21 forms the matrices [KA] and [UC] in single 
precision for a specific element size and material. 
intensity factors I(, 

f Q I in the global system using 15, 20, and 21. 
computes the final stress intensity factors for specific grid point displacemerjs. 

It then computes the two stress 
and IS,, for a unit value of each of the grid point displacements 

Subroutine SDUM22 

ELEMENT EVALUATION 

The capability of the element to predict accurate stress intensity factors has been 
demonstrated by ngmerous analyses, Two are presented here for which there are 
known classic solutions. 

The opening mode stress intensity factor foran isotropic materia! can be expressed 
in the form, Reference 4. 

The finite element model shown in Figure 3 represecb Q crack in a finite width 
plote loaded by a far field stress acting normal to the crack. 
wide 168 cm 
model which idealizes one quarter of the plate represents the full structure thru the use 
of symmetric boundary constroints. 
boundary i s  forced to deflect symmetrically t k ~  the use of multi-point constraint 
equations. I t  should be noted that when )!le multipoint constmint equations are used in  
t h i s  way the element that i s  being forced to act symmetrically should be specified with 
half its actual thickness. 
CQDMEM elements, and 36 CTRMEM elements. I t  h a s  124 grid points, 219 active 
freedoms, and a semiband width of 37. 
idealization the crock eiement computes the stress intensity K, to within 3% of that 
given by equation (22). 

The plate i s  81 cm 
The long arid the crack !ength i s  varied between 10 and 51 cm. 

The crack element which overlaps a symmetry 

Gesides the DUM2 crack element the model consists ob 56 

Figure 3 shows that for t h i s  type of 

Where u 6 i s  the stress intensity factor for a central crack of length 20 
in an infinite plate loaded by a far field stress acting normal to the crack, f 
i s  cither the correction fuctor associated wi th  Bowie's analysis for the presence of a 
hole, Reference 5, or lsida's analysis for a finite width plate, Reference 6. 
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The finite element model shown in Figure 4 represents symmetric cracks protrilding 
from a hole i n  the center of an infinite plate. The plate is  102 cm wide and 102 cm 
long. The hole has a diameter of 5 cm and the crack lengths are varied 
between 0.8and 8 cm . The model uses the same idealization techniques employed 
in the previo.ocs example to represent the plate. It consists of 154 CQDMEM elements, 
5 CTRMEM elemenis and one DUM2 crack element. 
within 3% of equation 22. 

Figure 4 shows the results to be 

C5A FAILSAFE ANALYSIS 

The C5A fuselage has a failsafe criterion which requires that o 30 cm longitudinal 
crack in the cover skin wi l l  not result in a catastrophic failure when the structure i s  
subjected to a normal operating internal pressure. 
circumferential foilsafe straps are attached to the skin mid way between the frames for 
the purpose of arresting such a crack, see Figure 5. An analysis based on Lockheed 
data sheets i s  conservative and as a result dictates the use of expensive high strength 
fasteners to attach the strap to the skin. 
that less expensive aluminum rivets can be used instead. 

To satisfy this requirement, 

The following analysis using NASTRAN shows 

As a longitudinal skin crack passes under the failsafe strap the stress intensity at  
the tip reduces. The crack w i l l  cease to propagate i f  the stress intensity becomes less 
than the critical stress intensity for the material, provided that the fasteners in the 
strap do not fail first. 
region of the C5A aft fuselage. 
to be foiled and i s  used to analyze various lengths of a skin crack which propagates 
towards the failsafe straps a t  F.S.'s 1794 and 1814. 
fuselage curvature and out of plane deflections are ignored. 
of two symmetry planes by idealizing only one quarter of the actual damaged region. 
The crack element which lies across a symmetry boundary i s  again forced to displace 
symmetrically through the use of multi-point constraint equations. 
the skin are represented as an integral structure thoagh the use of CROD,CTRMEM, 
CQUAD, and the CDUM2 elements. The strap which i s  considered as a separate unit 
uses the CTRMEM and CQUAD elements. The twelve fasteners closest to the crack are 
each idealized by a system of CROD elements. The remaining fasteners are lumped into 
groups of approximately 4 and idealized by CELASI elements. The model i s  l aded  by 
concentrated forces which represent the hoop looding on a 244 cm radius structure for a 
normal operating internal pressure w i th  a dynamic factor of 1.15. The loading i s  
applied to the model in proportion to the circumferential cross sectional area. 
does not represent the true circumferential ioading as i t  neglects the bulging sffect of 
k3 skin between the frames. 
at  the center of the crack. 

The finite element model shown in Figure 6 represents a typical 
It considers the frame at  fuselage station (F.S.) 1804 

The model i s  two-dimensiona1,i.e. 
Advantage has been taken 

The frame cap and 

Th is  

It i s  conserw'ive however in that i t  overloads the frame 

I 
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I n  order t o  show the fasteners capable of car ry ing  the t rans fer  load i t  i s  
necessary t o  consider the nonl inear load de f l ec t i on  response f o r  the twelve fas- 
teners c losest  t o  the crack, see f i g u r e  7. 
have the capabi 1 i t y  of represent ing non l i nea r i t y  i t  was necessary t o  idea l  i ze 
these fasteners by the system o f  CROD elements shown i n  Figure 8. The rods con- 
nect the co inc identa l  g r i d  po in ts  A and B on the sk in  and s t rap  respect ive ly  
through the g r i d  p o i n t  C. 
and a cross-sect ional  area o f  6.45 cm2 ( 1  i n2 ) .  The use of Engl ish m i t s  al lows 
the load de f l ec t i on  curves i n  Figure 7 t o  be i n p u t  d i r e c t l y  on Tables 1 cards as 
a stress s t r a i n  curve f o r  the  rod elements. The only  other  reqior! of the s t ruc-  
t u re  t o  experience p l a s t i c i t y  i s  the t i p  of t i e  crack and since t h i s  i s  ignored 
i n  l i n e a r  f rac tu re  mechanics the most economical way o f  executing the analys is  
i s  t o  d i v ide  the model i n t o  two substructures: the skin, friime, and s t rap  being 
included i n  substructure 1 and the fasteners i n  substructure 2. Substructure 1 
i s  analyzed f i r s t  f o r  an increment o f  the external  loads using r i g i d  format 1. 
The freedoms f o r  the g r i d  po in ts  common t o  the fasteners are included i n  the 
' A '  se t  and the r i g i d  format a?tered t o  terminate once the reduced A se t  s t i f f -  
ness and loads matrices are formed. Substructure 2 i s  then analyzed using r i g i d  
format 6, the piecewise l i n e a r  analysis.  R ig id  format 6 i s  a l t e red  t o  read the 
A s e t  s t i f f ness  and loads matr ices f o r  substructure 1 and add them t o  the appro- 
p r i a t e  terms i n  the G s e t  s t i f f n e s s  and loads mztr ices f o r  subst.ructure 2. The 
resu l t s  o f  the piecewise l i n e a r  snalys is  gSvs t;ie desired fastener loads. 
obta in  the s t ress i n t e n s i t y  factor i t  i s  necessary t o  r e s t a r t  the analys is  fo r  
substructure 1 using the A s e t  displacements r e s u l t i n g  from the analysis of 
substructure 2. 

Because the CELASI elements do no t  

The elements have a combined length o f  2.54 cm (1 i n . )  

To 

Substructure 1 consists o f  one CDUM2, 56 CRC)G, 7 1  CTRMEM and 814 CQDMEM 
It has 952 g r i d  po ints ,  1876 ac t i ve  freedoms and a semiband width elements. 

of 84. There are 136 freedoms i n  the A se t  f o r  which i t  took 31 CPU minutes, 
on a UNIVAC 1106 computer executed i n  a time sharir:g mode, t o  form the reduced 
s t i f f n e s s  and loads matr ices.  Substructure 2 cons is ts  of 56 CELASI elements and 
24 CROD elements. 
width o f  142. 
using 14 CPU minutes. 
in tens, i ty  f ac to r  rdn f o r  8 CPU minutes. 
Level 15.1.. 

I t  has 80 g r i d  points,  148 ac t i ve  freedoms and a semiband 
It tcok 10 i t e r a t i o n s  t o  ob ta in  the e l a s t i c - p l a s t i c  so lu t i on  

A l l  the above ruri times are f o r  
The back feed i n t o  subs%ructure 1 t o  obta in  the s t ress 

The analysis has .?en made fo r  both the o r i g i n a l  3.2 mm (1/8 i n . )  
YBO TAPERLOKS and the proposed 4.0 mm (5/32 i n . )  aluminum r i v e t s .  
lengths were considered for each system, the r e s u l t s  being p lo t ted  i n  Figures 9 
and 10 respect ive ly .  They show the r a t i o  o f  the s t ress i n t e n s i t y  t o  the c r i t i c a l  
stress i n t e n s i t y  (K1/Kc) and the r a t i o  o f  the maximum fastener load t o  the al low- 
able fastener load (P/Pa) p l o t t e d  against  the h a l f  crack length.  
t ha t  when the TAPERLOKS are used the stress i n t e n s i t y  reduces t o  the c r i t i c a l  
value a t  a ha l f  crack length of 22 cm. A t  t h i s  length the fasteners are only  
working t o  40% of t h e i r  a l lowable load; hence they a r e  shown t o  prnvide the 
necessery fa i l sa fe  charac ter is t i cs .  This i s  on ly  t o  be expected as the more 
conservative Lockheed data sheets a lso show the TAPERLOKS capable of a r res t i ng  
the crack. Figure 10 shows tha t  when the r i v e t s  are used the s t ress i n t e n s i t y  
reduces t o  the c r i t i c a l  v a l g e  a t  a ha l f  crack length o f  24 cm. A t  t h i s  length 

Four crack 

Fiaure 9 shows 
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the r i v e t s  are working t o  67% o f  t h e i r  a l lowable load therefore,  u n l i k e  the con- 
vent ional  analysis,  t h i s  analys is  shows t h a t  they a l so  are capable o f  prov id ing 
the necessary f a i l s a f e  charac ter is t i cs .  
program which demonstrated t h a t  the r i v e t s  are capable o f  a r r e s t i n g  the sk in  
crack. 

This analys is  was va l ida ted  by a t e s t  

CONCLUSION 

The NASTRAN capability of allowing a user to implement a dummy eler 3nt was 
found to be relatively simple to use and exceedingly useful. 
Company has plans to implement more elements into the system. 
underway on a fastener element, similar to CELASl , that has the cupability of 
representing a nonlinear load deflection curve. 

Lockheed Georgia 
In pariicular work i s  
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Figure 1. Nine Node Crock Element 
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Figure 2. Bulk Data Cards For a DUM2 Crack Flement 
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Figure 3.  K1 Comparison For a Central Crack in a Finite Width Plate. 
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Figure 6. NASTRAN Model of a C5A Fuselage Skin Crack 
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Figure 7. Nonlinect Fastener Load-Deflection Curves 
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APPLICATION OF NASTRAN FOR STRESS ANALYSIS 

OF LEFT VENTRICLE 9F THE HEART* 

Y. C. Pao 
Univers i ty  of Nebraska-Lincoln 

L i nco I n, Nebraska 

E. L. Ritmsn 
Mayo Graduate School o f  Medicine 

Rochester, Minnesota 

H. C. Wang 
I BM Corporation 

Endicott, New York 

SUMMARY 

Knowing t h e  s t ress  and s t r a i n  d i s t r i b u t i o n s  i n  the  l e f t  ven t r i cu la r  wal l  
of t h e  hear t  i s  a p re requ is i t e  for the  determination of the muscle e l a s t i c i t y  
and c o n t r a c t i l i t y  i n  the  process of tssessing t h e  functional s ta tus  of t h e  
heart.  NASTRAN has been appl ied for t h e  ca l cu la t i on  of these stresses and 
s t ra ins  and t o  help i n  v e r i f y i n g  the  resu l t s  obtained by the computer pro- 
gram FEAMPS which was speci f i c a l  l y  designed f o r  the  plane-strain f inite-element 
ana lys is  of the  l e f t  v e n t r i c u l a r  cross sections. Adopted for the  ana lys is  a re  
t h e  t r u e  shape and dimensions of the  cross sections reconstructed from m u l t i -  
planar x-ray views of a l e f t  v e n t r i c l e  which was su rg i ca l l y  i so la ted  from a 
dog's hear t  bu t  metabo l ica l l y  supported t o  susta in  i t s  beating. A preprocessor 
has been prepared t o  accommodate both FEAMPS and NASTRAN, and it has a lso 
f a c i l i t a t e d  the  app l i ca t i on  ->f both t h e  t r i a n g u l a r  element and isoparametric 
quadr i l a te ra l  elemant ve ions of NASTRAN. The stresses i n  several c r u c i a l  
regions of the  l e f t  ven! i cu l .  - wa l l  ca lcu la ted  by these two independently 
developed computer programs ar ,ound t o  be i n  very good agreement. Such 
conf i rmat ion of the  r e s u l t s  i s  essent ia l  i n  the  development o f  a method which 
assesses the  hear t  performance. 

-~ 

I 
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I NTROIXJCT I ON 

S t r u c t u r a l l y  speaking, human and animal hear ts  are very complex no t  on ly  
i n  geometry bu t  a l so  i n  mater ia l  charac ter is t i cs .  
there fore  presents i t s e l f  as an e f f e c t i v e  tool for analyzing t h e  stresses and 
s t r a i n s  i n  the  hearts. In  order t o  assess whether o r  no t  a human or animal 
hear t  i s  funct ion ing normally, it i s  necessary +hat the  working cha rac te r i s t i cs  
of i t s  l e f t  v e n t r i c u l a r  wal l  muscle (myocardium) be adequately ascertained, for 
it i s  the  cont rac t ion  of t h e  l e f t  ven t r i cu la r  myocardium t h a t  pumps the  
oxygenated blood t o  c i r c u l a t e  i n  t h e  body. For the inves t iga t ion  of t h e  l e f t  
v e n t r i c l e  of tbe  heart alone {no t  t o  be involved w i th  t h e  other  chambers, r i g h t  
ven t r i c l e ,  and l e f t  and r i g h t  a t r i a ) ,  experiments of su rg i ca l l y  i so la ted  bu t  
metabo l ica l l y  supported, beating l e f t  v e n t r i c l e s  of dogs are o f ten  prepared so 
t h a t  t he  dynamic chacges o f  the  shape and dimensions o f  t he  cross sections of 
t h e  l e f t  ven t r i c l es  during card iac cycles can be recorded on videotape and by 
use of reconst ruct ion techniques invo lv ing  mul t ip lanar  x-ray pro jec t ions  or 
u l t rason ic  echoes af the cross sections ( r e f .  I ) .  

The f i n i t e  element method 

The reconst ruct ion tecihnique using x-ray i s  schematically i l l u s t r a t e d  i n  
Fig. 1 .  For a c e r t a i n  cross sec t ion  c f  in te res t ,  a number of x-ray p ro jec t ions  
a re  taken by r o t a t i n g  the  cross sec t ion  w i t h  a chosen angle increment about i t s  
normal axis. The shape and dimensions of the  cross sect ion can then be recons- 
t ruc ted  by use of a lgebra ic  algori thms ( r e f .  2). With a l i f e  supporting system 
(Fig. 2) for the  iso la ted  l e f t  v e n t r i c l e  of a dog experiment, any desired 
anatomic s i t e  selected a t  0.7 nm in te rva l s  along the  e n t i r e  apical-to-basai ax i s  
o f  t h e  v e n t r i c l e  can be roconstructed. Figure 3 shows a sample rectangular 
ar ray of 35 apical-to-basal cross sections a t  a c e r t a i n  ins tan t  of a cardiac 
cycle. 
techniques are  given i n  an in te rna l  pub l i ca t i on  ( re f .  31, which i s  ava i l ab le  
upon request. 

Further d e t a i l s  and discussion of the  reconst ruct ion and data c o l l e c t i c n  

During re laxa t i on  ( d i a s t o l i c )  phase of a cardiac cycle, the  myocardium 
extends as the  blood f i I I s  i n t o  the  l e f t  v e n t r i c l e .  Based on the  values o f  the  
l e f t  ven t r i cu la r  pressure and volume concomitantly recorded dur ing the  dog 
experiment, t he  h i s to ry  o f  the  external work being done t o  the  l e f t  v e n t r i c l e  
can be calculated. Meanwhile, t he  f i n i t e  element method can be applied for the 
analys is  o f  the reconstructed instantaneous shapes o f  t he  l e f t  ven t r i cu la r  cross 
sections t o  determine the  stresses and s t r a i n s  i n  the w a l l  muscle and conse- 
quently the  change o f  the s t r a i n  energies. Gpon r e l a t i n g  the external work and 
the s t r a i n  energies, the dependency of the  e l a s t i c  s t i f f n e s s  of t he  myocardium 
on the chamber pressure can then be estimated. 

While the  ca l cu la t i on  o f  the external work i s  straightforward, it i s  fo r  
the ca l cu la t i on  o f  the  stresses and s t r a i n s  i n  the l e f t  ven t r i cu la r  cross 
sections t h a t  t h i s  paper repor ts  the  app l i ca t i on  of NASTRAN as a v e r i f i e r  for 
the p lane-st ra in  f ini te-element computer program FEAMPS which was s p e c i f i c a l l y  
developed fo r  t h ?  study o f  t he  l e f t  ven t r i c l es .  
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LEFT VENTRICLE MODEL- AND FEAMPS 

i 
! l a t i n g  the  mean stresses across the  wa l l  thickness of the l e f t  ven t r i c l e ,  a 
i number of th ick-wal led models have been proposed f o r  ob ta in ing  the v a r i a t i o n  
I of the wal l  stresses ( re f .  4 ) .  :!ost of the th ick-wai led models approximated 
, the geometry of t h ?  l e f t  v e n t r i c l e  as a she l l  of revolut ion,  e i t h e r  as a c i r c u -  

l a r  hollow cy l inder ,  hollow sphere, or hollow p ro la te  sphcrold, a l l  having un i -  
1 form wal l  thickness. When b ip lane s i lhouet tes  of the  l e f t  v c n t r i c l e  could be 

taken by app l i ca t i on  of tho roentqen-, c ine-  and videodensitornetry techniques 
( re f .  5 1 ,  it bocam poss ib le  t o  incorporate some o f  t h e  dimensions, such as the  
va r ia t i ons  of wal I thickness and chamber rad i  i, o f  t he  l e f t  v e n t r i c l e  i n t o  the  
thick-walled models to  determine the  wa l l  stresses by axisymmetric f i n i?e -  

' element analys is .  blow t he  Pdvent of cross-sectional reconst ruct ion from 
mul t ip lanar  x-ray views enables the  th ick-wal led models of the  l e f t  v e n t r i c l e  
to  be f u r t h e r  improved by adopting the  t r u e  shape and dimensions of the  l e f t  
ven t r i cu la r  cross sections. 

Since the  th in -wa l led  s h e l l  model was found to  be adequate on ly  for calcu- 

However, the  35 apical-to-basal cross sections shown i n  Fig. 3 were o t -  
ta ined by a reconst ruct ion system using on ly  one x-ray source and one detector. 
The system requi res the  p o s i t i o n  and geometry of  the l e f t  v e n t r i c l e  to be kept  
constant throughout successive card iac cycles. This " s ta t i ona r i  t y "  requirement 
i s  a serious disadvantage to be overcome by use o f  a spa t ia l  reconst ruct ion 
system which w i l l  have m u l t i p l e  x-ray sources and m u l t i p l e  detectors .  A t  
present, the  ava i l ab le  data include ( 1 )  t he  dynamic changes of the  cross- 
sect ional  shapes and dimensions a t  a few s i t e s  alona t h e  apical-to-basal a x i s  
of the  l e f t  v e n t r i c l e  but  are complete for several card iac cycles, and (2) t he  
shapes and dimensions for a l l . ap i ca l - to -basa l  crcss sections o f  the l e f t  ven- 
t r i c l e  bu t  on ly  a t  a few c r u c i a l  ins tan ts  of cardiac cycles. 
s u f f i c e  t o  inves t iga te  the cross-sectional behavior b u t  n o t  t h e  u l t i m a t e  three- 
dimensional ana lys is  of the  l e f t  ven t r i c l e .  

So these data 

FEAMPS i s  an abbrev iat ion f o r  Finite-Element Analysis of Myocardium by 
Plane-Strain Theory, The l e f t  v e n t r i c l e  i s  approximated as a hol low t h i c k -  
walled cy l i nde r  w i t h  uniform cross sect ion having the  shape and dimensions re-  
constructed from mu l t i p lana r  x-ray views. 
uniform chamber pressure, it i s  assumed t h a t  a l l  cross sections w i l l  deform 
iden t i ca l l y .  By lookf:,g a t  t h e  s i l h o u e t t e  shown i n  F ig .  4 constructed f r o m  
stacking a l l  cross sect ions i n  Fig. 3, it appears t h a t  p lane-st ra in  ana lys is  
should give a reasonably good pred ic t ion  of t h e  cross-sectional.behavior i n  
t he  v i c i n i t y  o f  t he  base o f  the  l e f t  ven t r i c l e .  

When the c y l i n d e r  i s  subjected t o  

It has been we l l  establ ished t h a t  t he  l e f t  ven t r i cu la r  myocardium i s  
f i c rou3.  Several inves t iga t ions  of the  l e f t  ven t r i z t i la r  w a l l  w i t h  f ib rous  mate- 
r i a l  proper t ies had been reported ( re fs .  6,7). However, on ly  scattered d a t a  are 
ava i lab le  regarding the  changes of the  f i b e r  d i rec t i ons  dur ing  c a r d i a c  cycles; 
the resu l t s  of these inves t iga t ions  remain t o  be v e r i f i e d  by more thorough ex- 
periments. 
homogeneous, i s o t r o p i c  and e l a s t i c  medlum and proceeds t o  evaluate the  e f fec -  
t i v e  e l a s t i c  s t i f f n e s s  for such an equiva lent  model ( re f s .  8,9). 
e f f e c t i v e  e l a s t i c  s t i f f n e s s  i s  t o  be inverse ly  determined on the bas is  o f  t he  

F E W S  fo l laws the  approach of assuming the  l e f t  v e n t r i c l e  as a 

Since the  

1 
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work-energy p r i n c i p l e  d c x r l b e d  I n  the Introduction, i t s  value i s  assumed t o  
be equal t o  I i n  t h e  incremental-loading analys is  of FEAMPS. Regarding the  
other  mater ia l  constant, Poisson's r a t i o ,  of t h e  l e f t  v e n t r i c u l a r  myocardium, 
the  issue wheiher it should be assumed equal t o  0.415 ( r e f .  I @ >  or  near ly  
incompressible equal t o  0.49 ( re f .  I I )  Is s t i l l  not y e t  se t t l ed .  So t h e  re- 
s u l t s  for both values w i l l  be discussed. 

FORMAT I ON AND A14ALYS I S OF ELEMENTS 

Figures 5(a) and 5(b)  show a t y p i c a l  change of the  shape and dimensions o f  
a cross sect ion near the  base af the l e f t  v e n t r i c l e  reconstructed f r o m  m u l t i -  
planar x-ray views dur ing t h e  e a r l y  and ending stages of the  d i a s t o l e  o f  a car- 
d iac cycle, respect ive ly .  The d i a s t c l i c  phase i s  the  r e s t i n g  pe r iod  of +tie h e d r t  
during which the relaxed l e f t  ven t r i cu la r  chdrnber i s  f i l l i n g  w i t h  blood ana 
t h e  wal l  muscles are  passive and extended. The two-dimensiona! in-plane tri- 
angular elements of FEAMPS are genorated by adopting 9 nodes across the  wal l  
thickness and 30 nodes around the pe-imeter of a reconstructed cross section. 
Addi t ional  elements may be necessary for the p a p i l l a r y  muscle a t  c e r t a i n  leve ls  
w i t h i n  the v e n t r i c l e .  F igure 5(c)  i l l u s t r a t e s  t h a t  t h e  end-d ias to l i c  cross 
sect ion shown i n  F ig .  5(b) i s  pa r t i t i oned  i n t o  508 t r i a n g u l a r  elements using 
290 nodes, of which 20 are for the  formation of the  28 t r i a n g u l a r  elements f o r  
the pen insu la l i ke  p a p i l l a r y  muscle. 

I 

The on ly  input  data required for FEAMPS a re  the  coordinates of 30 p a i r s  o f  , 

po in ts  on t h e  inner  (endocardial) and outer (ep i ca rd ia l )  boundaries o f  the 
cross section, p lus  add i t i ona l  pa i r s  i f  necessary f o r  the papi l l a r y  muscle. A I 
preprocessor which cons is ts  o f  several subroutines has been prepared t o  car ry  

t o  compose t h e  interconnected t r i angu la r  elements by de f in ing  t h e i r  respective I 
cons t i tuent  nodes, and t o  generate the nodal external  loads. P l o t  subroutines ; 
a re a l s o  made a v a i l a b l e  for  drawing of on ly  the  borders o f  t he  c ross  sect icn 
o r  the p a r t i t i o n i n g  pat tern o f  the cross section e i t h e r  w i t h  o r  w i t h o u t  the 
l a b e l l i n g  of t h e  node and element numbers. 

ou t  the  sequential numbering and ca l cu la t i on  of the  coordinates of a l l  nodes, l 

I 

The p lane-st ra in  f in i te-e lement  analysis of FEAMPS fo l l ows  c lose ly  t h e  pro- 
cedures del ineated i n  Zienkiewicz's book ( r e f .  12). The displacements a t  any 
po in t  w i t h i n  t h e  t r i a n g u l a r  element are assumed as l i n e a r  polynomials of i t s  
coordinates. Th is  r e s u l t s  i n  constaiit s t r a i n s  throughout t h e  element. For 
saving computer storage spaces, t h e  s t ruc tu ra l  s t i f f n e s s  ma t r i x  i s  formulated i n  
rectangular form by t a k i n g  advantage o f  symmtry and d iscard ing a l l  of t h e  zero 
elements t h a t  are on the  ou ts ide  o f  the diagonal band. I n  order  t o  handle such 
a rectangular c o e f f i c i e n t  matrix, the  Gauss-Jordan e l im ina t i on  method has been 
accordingly modi f ied for  t h e  so lu t i on  of the  nodal displacements. Th is  approach 
has reduced the  computer storage core requirement f o r  the  s t r u c t u r a l  s t i f f n e s s  
mat r ix  from 580x580 t o  580x22 f l o a t i n g  words i n  the  ana lys is  of the  end- 
d i a s t o l i c  cross section p a r t i t i o n e d  as  shown i n  Fig. 5 ( c ) .  I n  case t h a t  f u r t h e r  
reduction o f  core storage i n  the computer i s  necessary, the zero elements inside 
t h e  diagonal band o f  the s t ruc tu ra l  s t i f f n e s s  m a t r i x  may d l 5 0  be c i s c d r d e d  and 
a l l  nonzero elements compacted i n to  a vectol-, and t h e  Gauss-Seidel  i t e r a t i o n  
method can be a p p l i e d  fo r  the so lut ion o f  t h e  nodal displacements ( r e f .  1 3 ) .  
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Since the l e f t  vent r icu lar  cross sections are subjected t o  uniform internal  
4 
f 

pressure only on the Inner (endocardial) boundary and there are no boundary con- 

contain the superposition of a f ree  body motion. TO ascertain whether the sow- 
times very large f ree body motion w i l l  introduce r l r j n i f i can t  e r ro rs  i n  the sub- 
sequent calculat ion of the cross-sectional stresses, studies of the  cross 
section wi th added f i c t i t i o u s  boundary conditions have been conducted. Illore 
deta i l s  on these studies are presented i n  the Discussion of Numerical Results. 

1 s t ra in ts  a t  a1 I, the nodal displacements determined by machine computation may 

FEAMPS also has the b u i l t - i n  provisions for the ca lcu lat ion of the nodal 
stresses by averaging tho stresses of the adjoining elements, the extrapolat ion 
o f  the stresses for improved accuracy a t  the boundary nodes, the  ca lcu lat ion of 
the s t ra in  energies, and for various p lo t t ings  of the stress d is t r ibu t ions  of 
the cross section. Figure 6 displays a sample p l o t  of the nodal circumferential 
stress d is t r ibu t ion  (normalized w i th  respect to the uniform internal  pressure) 

I of the end-diastolic cross section w i t h  the exclusion of the almost uniformly 
: compressed papi I la ry  muscle. 

Nevertheless, the above synopsis should suf f ice fo r  the r discussion of the present paper. 

Ful I detai  I s  and computer prog;am I i s t i n g  of FEAWS 
are given I n  re f .  3. 

, APPLICATION OF NASTRAN 
I 

! Attempts have been made t o  apply NASTRAN Rigid Format I t o  the two- 
/ dimensional plane-strain s t a t i c  analysis of the reconstructei l e f t  vent r icu lar  
i cross sections. With the avai lab i  I i t y  of the FEAMPS preprocessor, preparatory 

works tba t  can be expedited are the generation o f  the coordinates of the nodes, i 
j the d iv is ion o f  the cross section iicto e i ther  t r iangular  TWEM or quadr i lateral  
; QDMEMI elements,and the conversion of the uniform internal  pressure on the 

inner (endocardial) boundary of the cross section i n t o  equivalent concentrated 
! , loads a t  the endocardial nodes. 

As has been mentioned i n  the preceding section, there are no boundary con- 
: s t ra in t s  a t  a l l  i n  the plane-strain analysis o f  the l e f t  vent r icu lar  cross 
! sections. Test runs are necessary fo r  the determination of acceptable f i c t i -  
j t ious points of  support which can be adopted as the constraints data f o r  the 
i SPCl cards and w i l l  not  introduce addit ional external loading. For instance, 
, i n  the analysis o f  the cross section shown i n  Fig. 5 ( c ) ,  the decision t o  con- 
, s t ra in  node 6 i n  ooth t h e  x dnd y direct ions and node 19 i n  the y d i rect ion 

was based on the v e r i f i c a t i o n  by the pr in todt ,  v ia  SPCFORCE request, t h a t  the 
react ive forces a t  these two nodes were ins ign i f i can t ly  small r e l a t i v e  t o  the 
external loads a t  the endocardial nodc.s. 

Since the l e f t  ven t r i c le  i s  ascumed as a homogeneous, isot rop ic  and elas- 
t i c  medium, the t&T2 cards specifying the material propert ies were prepared 
wi th  the values of  the Young's modulus, E, equal to I and the Poisson's ra t i o ,  
v,  equal t o  0.415 and 0.49, same as f o r  the FEAMPS cases. 

The extreme stress@:, a re  known t o  occur along the inner boundary of  the 
l e f t  ventr icular cross section; the  four regions of primary concern have been 



p a r t i c u l a r l y  po inted ou t  i n  Fig. 7 to  f - L t l i t a t e  t h e  comparison study of the  
FEAkPi and NASTRAN resu l t s .  These regions are the  inner borders of t h e  pos- 
t e r i o r ,  septal, an ter io r  and f ree wal I s  i n  the  v i z i n i t i e s  of nodes 247, 25;, 
258 and 264, respectively. 
regions w i th  the  node and element numbers indicated. 

Figura 8 gives a close-up view of these four 

DISCUSSION OF NUMERICAL RESULTS 

Level 15.5 was used to generate a l l  UASTRAN r e s u l t s  reported herein. 
Table I shows t h a t  f o r  vt0.415, t he  values of the  p r i n c i p a l  stresses (normalized 
w i th  respect t o  the  chamber pressure) i n  the end-d iasto l ic  cross sect ion deter- 
mined by FEAMPS and IJASTRKJ a re  almost i den t i ca l  when both used t r i a n g u l a r  e le -  
ments. The l a s t  two columns of Table I reveal t h a t  t he  p r i n c i p a l  stresses 17 a 
quadr i l a te ra l  element are very c lose  t o  the  average values of those of t h e  two 
adjacent t r i a n g u l a r  elements which have been combined t o  form t h e  quadr i l a te ra l  
element. Since t h e  number .Jf the  elements i s  reduced to  h a l f  for t h e  QDMEMI 
ana lys is  but  t he  computer t ime i s  about doubled, t he  TRMEM ana lys is  was selected 
for f u r t h e r  studies. 

For u=0.415 bu t  for t h e  ea r l y  d i a s t o l i c  cross sect ion shown i n  Fig. 5(a), 
Table 2 i s  presented t o  dep ic t  the  e f f e c t  o f  imposing f i c t i t i o u s  boundary con- 
s t r a i n t s  t o  the  cross sect ion on the p r inc ipa l  stresses. I t  i s  c l e a r i y  ind ica-  
ted tha t  r e s t r i c t i n g  the x-displacement u o f  node 6 and the  y-displacement v 
o f  nodes 6 and 13 causes no s i w i f i c a n t  change t o  the  values of  the stresses. 
It also helps t o  demonstrate tha t  the  f ree body motion of  the cross section 
which may r e s u l t  by FEAMPS analysis w i l l  not a l t e r  the values of the stresses. 

The cases of t r e a t i n g  the  l e f t  v e n t r i c l e  as a near ly  incompressible mate- 
r i a l  w i t h  ~ 0 . 4 9  have a l s o  been ir1:estigated. Table 3 sumar lzes  t h e  normalized 
p r inc ipa l  stresses for  both the  ea r l y  m d  end d i a s t o l i c  cross sect ions shown i n  
Figs. 5(a) and 5(b). 
the d i a s t o l i c  phase o f  a cardiac cycle. 
obtained by FEAMPS and NASTRAN are i n  very  good agr,--ament. 

The r e s u l t s  exemplify the  changes of the  stresses during 
As i n  TaLles I and 2, t hese  r P 5 u i t S  

Since FEAMPS has a feature f o r  ca lcu la t ing  (he nodal stresses, the no rm l -  
ized p r inc ipa l  s t ress  d i s t r i b u t i o n s  through the  wal l  thickness a t  t h e  four re -  
gions o f  concern dur ing  ea r l y  and end d ias to le  have been obtained and are  pre- 
sented i n  Fig. 9. I t  i s  noteworthy t h a t  some compressive Ci rcumferent ia l  
stresses may develop a t  the  innermost (0% o f  wal l  thickness i n  Fig. 9) myo- 
card ia l  layer i n  the  septal 3nd f ree  wa l ls  where the  curvature are small and 
sometimes even t u r n  convex inward. Because other  axisymmetric models o f  the  
l e f t  v e n t r i c l e  assumed cross sections t o  be cf annular shape, i n  no p o d i o n  of 
the cross sect ion could the  w a l l  be curved inward. As a consequence, na 
compressive c i rcumferent ia l  s t ress  i n  the  l e f t  ven t r i cu la r  wal l  had ever been 
determined by these models. 
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COIJCLUD I NG REMARKS 

I The evaluation o f  the cross-sectional e l a s t i c  s t i f f n e s s  ( re f .  14) o f  tho 
l o f t  vent r ic le  during d iasto le  depends i n  large measure on the accuracy o f  the 
values o f  the stresses and s t ra ins  i n  the cross section. So it i s  indeed re- 
assuring tha t  these values can be confirmed by FEAMPS and NASTRAN. 

This comparison study has a l so  proved the a p p l i c a b i l i t y  o f  NASTRAN f o r  the 
plane-strain analysis of the l e f t  vent r icu lar  cross sections. Certainly,  the 
other capab l l l t i es  of IJASTRAN can fu r the r  help reso lve  some of  t h e  problems 
connected wi th  the ongoirg research o f  the three-dimensional analysis of the 
I ef  t ventr i c le, for wh im a speci a I -purpose computer program i s bel ng dove I oped. 
I n  the computer program, The t r u e  three-dimensional geometry of the l e f t  ven- 
t ) - i c l e  determined by the mu l t i r l ana r  x-ray views 06 i t s  cross sections v r i  I I be 
i i t i l i z e r l  and the 7nalysis by t r e a t i n g  the myocardium as a f lbrous material using 
adjusted e l a s t i c  s t i f fnesses and incremental .oading w i l l  be incorporated. 

It may also be ant ic ipated t h a t  NASTRAN w i l l  contr ibute t o  the ul t fmate dy- 
namic analysis of  the l e f t  v e n t r i c l e  which w i l l  consider, among others, the e f -  
fects  of the myocardial contraction, the dynamics o f  the heart valves, and the  
interact ion o f  the blood flow i n  the l e f t  vent r icu lar  chamber. 

ACKNUYLEDGEMENT 

We would l i k e  to  thank Dr .  Ea r l  H. Nood f o r  h i s  encouragement and as- 

o f  t h e  cross sec t i ons  and D r .  David Donald f o r  t h e  s u r g i c a l  p repara t i on  o f  t h e  
i s o l a t e d  l e f t  v e n t r i c l e .  
Mrs. Jean Frank and her coworkers a t  Mayo, and M r .  John L. N i k k i l a  dnd Mrs. 
Louise Sinmons a t  UNL for p r o v i d i n g  computer programming ass is tance and/or 
preoar ing t5e manuscript and i I l u s t r a t i o n s .  

: s i s tance  throdghout t h i s  p r o j e c t ,  D r .  Richard A .  Robb for  t h e  recons t ruc t i on  
: 
' 
. T h e i r  thanks a re  a lso  extended t o  Mrs. Sharon Zahn, 

RE FEREl JCES 

1 .  Robb, R. A., Greenleaf, J. F., Ritman, E. L., Johnson, S. A., Sjostrand, 
J .  D., Herman, G. T., and Nwd, E. H.: 
of  the In tact  Thorax and Contents, A Technique for  Cross-Sectional Re- 
construction from mult ip lanar X-Ray views. 
Research, Vol. 7, 1974, pp. 395-418. 

ject ions, 

Three-Dimensiona! V isual izat ion 

Computers and Biomedical 

2. Gordon, R., and Hemzn, G. T.: 

Vol. 14, 1971, pp. 759 -768. 

Reconstruction of Pictures from Their P m -  
Conmunications of the Association for Computing Machinery, 

3. Pao, Y. C., Robb, R. A., and Ritman, E. L.: Plane-Strain Finite-Element 
Analysis of Reconstructed L e f t  Ventr icular Cross Sections. Technical 

i 
! 

207 

c 



1 

I 

Report UlJL/l.tAY3 7501, Universi ty of Uebraska-Llncoln, 1975. Presented 
a t  the Sixth Annual Meeting of the Biomedical Engineering Society, [Jew 
Orleans, hpr i  I 11-12, 1975. 

4. Pao, Y. C., Ritman, E. L., and Wood, E. H.: Finite-Element Analysis of 

I L e f t  Ventr icular Myocardial Stresses. Journal of Biomechanics, Vol. 7, 
1974, pp. 469-477, 

5 .  Ritman, E. L., Sturm, E., and Wood, E. H.: A Biplane Roentgen Videometry 
System f o r  Dynamic (6O/second) Stddies of  the Shape and Size of Circula- 
tory  Structures, Par t i cu la r ly  the L e f t  Ventricle. pp. 179-211 i n  
Roentgen-, Cine- and Videodensitamtry. 
f o r  Blood Flow and Heart Volume Determination ( td i t ed  by tleintten, 

Fundamentals and Appl icat ions 

I - 
P. V.1, Georg Thieme Verlag, S t i * ' tgar t ,  1971. 

6. Janz, R. F., and Grimm, A. F.: Finite-Element Model for the Mechanical 
Rehavior of the Lef t -Ventr ic le .  Ci rcu lat ion Research, Vol. 30, 1972, 
pp, 244-252. 

7. Stroeter, 0. D., Jr., and Hanna, W. 1.: Engineering Mechanics for Suc- 
cessive States i n  Canine L e f t  Ventr icular Myocardium, I .  Cavity and Wall 
Geometry. I I .  Fiber Angle and Sarcomere Length. Ci rcu lat ion Research, 
VOI.  33, 1973, pp. 639-664. 

8. Pao, Y. C., and Ritman, E. L.: An Energy Method for Evaluating the Global 
Young's Modulus of Le f t  Ventr icular Myocardium i n  the Passive State. 
Technical Report UNL/M4YO 7502, Universi ty o f  Nebraska-Lincoln, 1975. 

9. Ghista, D. IJ., Sandler, H , and Vayo, W. H.: E las t i c  Fbdulus of the Human 
Intact  Le f t  Ventricle--Determination and Physiological Interpretat ion.  
Medical and Biological  Engineering, Vol. 13, 1975, pp. 151-161. 

IO. Ross, A .  L.:  A F i n i t e  Element Computer Program for Nonlinear Structural  
Analysis o f  the tieart. General E lec t r i c  Report 72SO213, King of 
Pruss i a , Pennsy I van i a, 1972. 

1 1 .  Janz, R. F., Kubert, 8 .  R., F.briarty, T. F., and G r i m ,  A. F.: Deforma- 
t i o n  of the Diasto l ic  L e f t  Ventricle--11. 
Journal of Biomechanics, Vol. 7, 1974, pp. 509-516. 

Nonlinear Geometric Effects. 

12. Zienkiewicz, 0. C.: The F i n i t e  Element Method i n  Engineering Science, 
McGraw-Hi I I ,  tlew York, ;971. 

Pao, Y. C., and Ritman, E. L.: 
I te ra t ion  Involving Nonzero Elements o f  a Sparse St i f fness Matrix Com- 
pacted as a Vector. 

13. On Storage, Retr ieval,  and Gauss-Seidel 

Computers and Ciomedical Research, Vol. 8, 1975, 
pp. 232-243. 

14. Pao, Y. C., Ritman, E. L., Robb, R. A., and \bod, E. H.. 
Method f o r  Evaluating Cross-Sectional Young's Modulus of D ias to l i c  ' f+t  
Ventricle. 
* , Medicine and Biology, New Orleans, September 20-24, 

A Finite-Element 

Paper No. F3b.4, The 28th Annual Conference on Enq. 
975. 

208 

. .  . 



1 

t 
I 

i 
! 

I I f 

i 

I 
1 I I 

Table 1. Comparison o f  prlnclpsl stresses for the end-dlastolic cross 
rectlon (E=pl-l and ~0.415). 
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fable 2. Comparison of principal stresses for the early diastolic cross 
sectlon (E=pj=l and ~ 0 . 4 1 5 ) .  
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i Table 3. Comparison o f  principal stresses for  the early and end d iasto l ic  
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cross sections considered as a nearly incompressible material 
u=0.49 (€=pi=l). 
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Figure 1 .  Reconstruction of cardiac cross section from m u l t i -  
planar x-my vicws and L s :  use of ? I r c t r a i c  alcorithn. 
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Figure 2. Schematic of the surgical l y  isolated, m t a D o I  i ca l  l y  
s u p p o r t e d  canine l e f t  v e n t r i c l e .  
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DYNAVIC SUESTRXTURC AFJALYSIS O r  TXE 
INTEilNATIONAL ULTRAVIOLFT EXPLORER (IUF) SPACECRAFT 

V i l l i a m  R .  Case 
NASA Goddard Space F l i g h t  Center 

SUMMARY 

This  paper  p r e s e n t s  t h e  r e s u l t s  of a s t eady  state v i b r a t i o n  
a n a l y s i s  of t h e  I l l E  s p a c e c r a f t  s imu la t ing  i t s  s i n u s o i d a l  
v i b r a t i o n  test. The model ? t h e  s p a c e c r a f t ,  inc luding  solar 
a r r a y s  and t h e  s c i e n t i f i c  ins t rument  c o n s i s t e d  of t h r e e  s e p a r a t e  
s u b s t r u c t u r e  models; one of which w a s  used t o  r e p r e s e n t  t h e  t w c  
i d e n t i c a l  solar arrays. Subs t ruc tu r ing  techniques  were used 
since the  l a r g e  o v e r a l l  s i z e  of t h e  problem precluded so lv ing  it 
u t i l i z i n g  a s i n g l e  model. The paper d i s c u s s e s  t h e  moje ls  used 
f o r  each s u b s t r u c t u r e ,  inc luding  r educ t ion  t o  an acceptable s i z e  
for  t h e  combined dynamic a n a l y s i s .  A l s o  d i scussed  are t h e  DMAP 
a l te rs  needed f o r  performing t h e  modal a n a l y s i s  a?d t h e  subsequent  
modal frequency response and Subs t ruc tu re  data recovery.  Com- 
pa r i son  of t h e  resul ts  w i t h  d a t a  obta ined  dur ing  v i b z a t i o n  tests 
of t k o  s p a c e c r a f t  are also included.  

INTRODUCTION 

The I r - t e r n a t i o n a l  U l t r a v i o l e t  Explcrzr  ( I U E )  i s  a 6670 N (1500 lb) 
Explorer  class satell . i te designed t o  make as t rcnomica l  obse rva t ions  
i n  t h e  u l t r a v i o l e t  spectrum. I t  is t o  be placed i n  synchronous 
o rb i t  from which it w i l l  be i n  colrtinuous c o n t a c t  wi th  t h e  c i )n t ro l  
c e n t e r  at: t h e  Goddard Space F l i g h t  Center  (GSFC).  (?.Jest obse rve r s ,  
from t h i s  country as w e l l  as o t h e r s ,  w i l l  come t o  GSFC t o  u s e  
t h e  observa tory ,  c o n s i s t i n g  of t h e  ground control c e n t e r  and t h e  
o r b i t i n g  s a t e l l i t e .  

The IUE sa te l l i t e ,  i n  its o r b i t a l  con f igu ra t ion ,  is  shown i n  
f i g w e  1 .  Figure  2 shows an exploded view of t h e  s a t e l l i t e  wi th  
only  one of t h e  t w o  s o l a r  a r r a y s  ind ica t ed .  The s a t e l l i t e  
c o n s i s t s  of t k o  b a s i c  s p a c e c r a f t  (S/C) s t r u c t u r e ,  t w o  solar a r r a y s  
and t h e  scierl t if ic instrument  ( S I )  which i s  t h e  h e a r t  of t h e  I U E .  

I n  t h e  launch conf igu ra t ion  t h e  solar a r r a y s  are fo lded  around 
t h e  S/C upper body as i n d i c a t e d  i n  f i g u r e  2. The arrays are 
l a t ched  t o  t h e  t o p  deck of t h e  upper body s t r u c t u r e  a t  t h i s  t i m e .  
The satel l i te  i s  a t t ached  t o  t h e  Delta launch v e h i c l e  through t h e  
use  of a c o n i c a l  adapter  which is  clamped co t h e  s a t e l l i t e  a t  
s ta t ion 0.0 of f i g u r e  1. The aGlapter is n o t  shown i n  t h e  f i g u r e  
b u t  i s  p a r t  of t h e  s t r u c t u r e  t h a t  i s  v i b r a t e d  du r ing  t h e  des ign  
q u a l i f i c a t i o n  v i b r a t i o n  t e s t i n g  of t h e  s a t e l l i t e .  The a n a l y s i s  
desc r ibed  h e r e i n  was performed t o  estimate t h e  v i b r a t i o n  l e v e l s  
an,;: dynamic loads  t h a t  would be experienced by t h e  IUE du r ing  t h e  
s i n u s o i d a l  v i b r a t i o n  tests. 
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IUE STRUCTURE DESCRIPTION 

Spacecraft 

The IUE S/C structure is shown in figure 2 (along with a solar 
array and the SI). It consists of the upper body structure, two 
equipment decks, an upper cone structure to which an apogee motor 
connects, a propulsion bay and! a lower cone. The base of th-. 
lower cone, which is S/C station 0.0, is attached to a Delta launch 
vehicle conical adapter via a Marmon clamp. The S/C structure 
was designed and built at GSFC and is made mainly of aluminum. 

The upper body structure is basically a truss with shear panels 
around the outer, octagonally shaped, periphery. The two equip- 
ment decks, which attach to the top and bottom of the truss, are 
aluminum skin honeycomb. 

Solar Arrays 

A schematic of one of the solar arrays is shown in figure 2; the 
other array attaches to the S/C 180° from the one shown. Each 
array is connected to the S/C during launch at five locations. 
At the ,pper S / C  deck the arrays connect with ball joints that 
take all of the thrust axis loads from the arrays. The deploy- 
ment mechanism is built to take shear in a plane perpendicular 
to the thrust axis. These are also swivel pins that partially 
restrain the motion at the lower corners of the arrays. The 
array structure is honeycomb panels stiffened by lightweight 
beams (not shown in figure 2 . .  They are fabricated in Cannes, 
France by Societe Nationale Industrielle Aerospatiale (SNIAS) 
under subcontract to the European Space Research Organization 
(ESRO). Each solar array weighs approximately 89 N (20  lb). 

Scieqtific Instrument 

A cutaway view of the SI is shown in figure 3 .  It consists of a 
4 5  cm Ritchey-Chretien telescope and an echelle spectrograph. 
The telescope structure consists mainly of an aluminum cylinder 
with stiffening rings at either end (strons ring and secondary 
mirror support spi6er). The SI is attached to the S / C  upper 
body truss at three locations around the strong ring. The spectro- 
meter structure is three main decks (camera, echelle and collimator 
decks) supported by three pairs of legs spaced 120° apart. The 
support legs are made of graphite fibre reinforced epoxy (GFRP) 
and the decks for the engineering test unit S/C were made of 
aluminum. Two smaller decks are mounted to the uppermost main 
deck (camera deck). Around the spectrograph is a non-structurai 
dust cwer. The spectrograph is designed and built at GSFC and 
weighs approximately 870  N ( 2 5 0  lb). 

I 

i 
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Solar 
Array Mode 

1st sym. 
2nd Sym. 
1st Antisym. 
2nd. Antisym. 

FINITE ELEMENT MODELS 

Frequencies (Hz) 
ECTEC ASKA NASA NASTRAN Test R e s u l t s  NASA NASTRAN model 

mode 1 model (10% reduced stiffness) 
59.8 55.5 53-55 52.9 
77.5 73.5 65-68 70.2 
50.5 50.8 46-48 48.4 
73.0 78.4 74-76 74.7 

Spacec ra f t  

The o r i g i n a l  S/C s t r u c t u r e  f i n i t e  element m o d e l  w a s  9eneratc.d by 
Avco Corp. under a c o n t r a c t  to  t h e  Mechanical Systems Divis ion  
a t  GSFC. This  model, fol lowing some modi f i ca t ions  and updates  
.*as used i n  t h e  combined dynamic a n a l y s i s  due to  i ts  a v a i l a b i l i t y  
And t h e  f a c t  t h a t  it appeared to  be of s u f f i c i e n t  detail  to  o b t a i n  
t h e  f i rs t  few modes ( i n  each a x i s )  adequately.  F igure  4 shows 
t h i s  m o d e l  w i th  t h e  upper body t r u s s  shown s e p a r a t e  for c l a r i t y .  
The main s t r u c t u r a l  members are the t w o  decks,  t h e  upper body 
t r u s s ,  t h e  shea r  pane l s  (around the  oc tagonal  o u t s i d e  f a c e s  D f  
t h e  upper body t r u s s ) ,  ehe upper and l o w e r  cones and t h e  upper 
cone t r u s s .  The model c o n t a i n s  200 g r i d  p o i n t s  w i th  1062 uncon- 
s t r a i n e d  degrees  of  freedom (DOF) and employs 426 elements  
(mainly CBAR, CQUAD, CTRIF) .  For t h e  dynamic a n a l y s i s ,  t h e  1062 

DOF were reduced t o  157 DOF us ing  t h e  Guyan reduct ion .  

Solar Array 

The solar a r r a y  model used i n  t h e  combined dynamic a n a l y s i s  w a s  
generated by t h e  Mechanical Systems Divis ion  iit GSFC f r o m  data 
suppl ied  by ESTEC, t h e  t e c h n i c a l  moni tors  f o r  ESRO on t h e  solar 
a r r a y  con t r ac t .  ESTEC suppl ied  NASA wi th  t h e i r  f i n i t e  element 
moeel and it was then  converted t o  a NASTRAN model. F igure  5 
shows t h e  mesh used. The model c o n s i s t s  mainly of CQUAD and 
CBAR elements. There are 165 g r i d  p o i n t s  w i th  516 unconstrained 
DOF i n  t h e  model f o r  one a r r a y .  For t h e  dynamic a n a l y s i s ,  t h e  
916 DOF were reduced t o  126 DOF. 

I n  order t o  v e r i f y  t h e  solar a r r a y  model w i t h  ESTEC r e s u l t s ,  an 
e igenvalue  a n a l y s i s  of t h e  c a n t i l e v e r e d  a r r a y  w a s  run. The a r r a y  
w a s  cons t r a ined  i n  a l l  degrees of freedom to  which it connects  
t o  t h e  S/C. The modes of t h e  NASTRAN model, compared t o  t h e  ESTEC 
r e s u l t s  (us ing  t h e  ASKA program) are shown below f c r  t h e  f i r s t  
few modes. Also shown are some pre l iminary  tes t  data i d e n t i -  
fying t h e  f i r s t  few modes of t h e  a r r ay .  I n  3rder t o  o b t a i n  
b e t t e r  agreement wi th  t h e  t e s t  d a t a  so t h a t  a better representa-  
t i o n  of any S/C-array coupl ing problems could be assessed, t h e  
a r r a y  model s t i f f n e s s  w a s  lowered by 10% for  t h e  coupled dynamic 
ana lys i s .  The r e s u l t i n g  frequency comparisons a r e  a lso shown 
be low. 
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Some more recent test 
these have not as yet 

data indicate slightly lower frequencies but 
been documented by ESTEC. 

Scientific Instrument 

A detailed finite element model of the SI was formulated by the 
Test and Evaluation Division at GSFC for performing combined 
structural-thermal-optical analyses to assess the performance of 
the SI while in orbit. Figures 6 and 7 show the telescope and 
spectrometer portions of this model. For the dynamic analysis 
this model was reduced to only a few grid points for each of the 
three main decks plus several degrees of freedom for the teles- 
cope, which is quite stiff. In all, the original model contained 
3006 unconstrained DOF with a reduction to 72 DOF by the Guyan 
reduction. 

Verification of the spectrometer portion of the model was accomp- 
lished by comparison with test data on the SI with the telescope 
removed. This comparison is shown below for the modes of the 
spectrometer cantilevered at the strong ring with the NASTRAfJ 
results from reference 1. 

Frequency (Hz) 
Spectrometer Mode Test 

DYNAMIC ANALYSIS 

Formula tion 

From the prcceeding discussions it can be seen that the complete 
model, if run as a single finite eleiient model without substruct- 
uring, would be very large. Due to this fact, as well as the fact 
that there are a relatively few DOF in which the solar arrays and 
the scientific instrument connect to the S/C, it was decided to 
use substructing techniques to solve for the modes and steady state 
vibration rG sponse of the complete satellite. Another factor which 
makes this approach attractive is that the tw9 solar arrays are 
identical and can be represented through the use of a single finite 
element model data deck if substructing techniques are used. The 
tatle below shows the size of the models for each of the sub- 
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Uncons t r a ined  DOF 
aF" 

1200 
990 
3006 

6132 

Phase  I 
Reduced DOF CPU Time 

" A" ( s e c o n d s )  

157 478 
126 245  

7 2  1078 

- 4 27 

1 

t 
I 

! 

I t 

s t r u c t u r e s  t o g e t h e r  wi th  t h e  computer t i m e  (CPU seconds on t h e  
IBM 160/95) requi red  t o  g e n e r a t e  i h e  reduced s t i f f n e s s  and mass 
matrices f o r  each  subs t ruc tu re .  

1 Subs  t r  u c  t u 1  e 

s /c  
S o l a r  Ar ray  
SI 

T o t a l s  (1) 

(1) T o t a l  DOF numbers r e f l e c t  t h e  f a c t  t h a t  there are two solar 
a r r a y s  b u t  do n o t  i n c l u d e  d u p l i c a t e d  DOF a t  po in ts  where  
s u b s t r u c t u r e s  at tach to  o n e  a n o t h e r .  

It can be seen t h a t  i f  t h e  problem were solved as  one s t r u c t u r e  
it would con ta in  6132 DOF which is too l a r g e ,  even f o r  t h e  IBM 
360/95. Taken as t h r e e  s e p a r a t e  s u b s t r u c t u r e s ,  t h e  t o t a l  t i m e  
to gene ra t e  a l l  of t h e  matrices needed t o  perform t h e  e igenvalue  
a n a l y s i s  is 1801 CYU seconds indicated i n  t h e  table. Th i s  i nc ludes  
t h e  t w o  solar a r r a y s  s i n c e  only  one set of matrices is needed due 
t o  t h e  f a c t  t h a t  they are i d e n t i c a l .  The g r i d  p o i n t  l o c a t i o n s  
and t h e  s t i f f n e s s  and m a s s  matrices for t h e  solar a r r a y  DOF 
were genera ted  i n  a local coord ina te  system. For t h e  DOF on 
t h e  S/C where t h e  a r r a y s  a t t a c h ,  t w o  coord ina te  systems w e r e  
def ined  (one f o r  each a r r a y )  such t h a t  they  would match t h e  
l o c a l  system f o r  t h a t  a r r ay .  This  coord ina te  system w a s  then  
used f o r  t h e  g loba l  system f o r  the DOF f o r  t h e  p a r t i c u l a r  a r r a y  
and i ts  S/C a t t a c h  poin ts .  

I n  o r d e r  t o  o b t a i n  t h e  v i b r a t i o n  modes and s t eady  s t a t e  response 
using s u b s t r u c t u r e  techniques,  t h e  problem is  run i n  s e v e r a l  
phases as  ind ica t ed  below. 

Phase  N o .  o f  Runs D e s c r i p t i o n  

Formula t e  Km, Mu f o r  e a c h  
d i s t i n c t  s u b s t r u c t u r e  model 

Combine s u b s t r u c t u r e s  and do 
modal a n a l y s i s  
R e s t a r t  11-a and d o  modal 
f r equency  r e s p o n s e  
R e s t a r t  I wi.th 11-a t a p e  of 
"A" s e t  node s h a p e s  t o  re- 
c o v e r  mode s h a p e s  f o r  o t h e r  DO 

Restart I w i t h  11-b t a p e  of 
"A" set f r e q u e n c y  r e s p o n s e s  
to  recover f r e q u e n c y  r e s p o n s e  
for  o t h e r  DOF 

I 

11-a 

I I-b 

111-a 

111-b 

3: S/C, s o l a r  a r r a y  
( o n c e ) ,  S I  

1 

1 

4 :  S/C, s o l a r  a r r a y  
( t w i c e ) ,  SI 

4 :  S/C, s o l a r  a r r a y  
( twice) ,  SI 

Y 



1 

N o .  of DOF: 
"AI' 

1 

Eigenvalue 
M e t  hod 

1 

I 
I 

I 

i 

Nrtice t h a t  on ly  one solar a r r a y  Phase I run  is needed a l thcugh  
t h e r e  are t w o  solar a r r ays .  When Phase 11-a is  run,  t h e  solar 
a r r a y  s t i f f n e s s  and mass matrices are expanded and added t o  t h e  
S/C matrices t w i c e  ( i n  t h e  a p p r o p r i a t e  rows and columns) so t h a t  
each  a r r a y  i s  rep resen ted  i n  t he  combined model. When responses  
are c a l m l a t e d  i n  Phase I11 (for  t h e  p o i n t s  reduced by Guyan 
r e d u c t i o n ) ,  t h e  "A" set p o i n t s  from Phase 11 are used f o r  t he  
DOF corresponding t o  t h e  a p p r o p r i a t e  a r r a y .  

I n  o r d e r  t o  implement t h e  s u b s t r u c t u r i n g  procedure desc r ibed ,  
Direct Matr ix  Abs t r ac t ion  P rograming  (DMAP) al ters t o  NASTR9N 
Rigid Formats 3 and 11 w e r e  used. The b a s i c  DMAP a l te rs  for 
a similar s u b s t r u c t u r i n g  problem w e r e  set up by Universa l  
Ana ly t i c s ,  Inc.  under c o n t r a c t  t o  GSFC and are desc r ibed  i:i 
r e f e r e n c e  2, Those procedures  w e r e  modified s l i g h t l y  t o  take 
advantage of t h e  f a c t  t h a t  t h e  t w o  s o l a r  a r r a y s  can  be r ep resen t -  
ed by one model, as a l r e a d y  desc r ibsd .  Appendix A lists t h e  DMAP 
al ters to  NASTRAR l e v e l  15.5.1 t h a t  were used f o r  t h e  IUE a n a l y s i s .  
The p a r t i t i o n i n g  vectors ( P V 1 ,  PV2, PV3, PV4) r equ i r ed  i n  Phase 
11-a when t h e  reduced s u b s t r u c t u r e s  are combined are used t o  expand 
t h e  rnatrices t o  the combined "A" set s i z e  and add r o w s  and columns 
of s u b s t r u c t u r e  matrices a t  t h e  DOF where s u b s t r u c t u r e s  connect.  
The use  and c o n s t r u c t i o n  of t h e s e  are d i scussed  i n  r e f e r e n c e  2 
and i n  t h e  NASTRAN User's Manual ( re f .  3 )  . 

Modal Analys is  

As i n d i c a t e d  i n  t h e  previous  s e c t i o n ,  t h e  t h r e e  s L b s t r u c t u r e s  were 
reduced t o  157, 126 and 7 2  DOF f o r  t h e  S/C, one solar a r r a y  and 
t h e  SI r e s p e c t i v e l y .  When combined i n t o  t h e  complete model (wi th  
two a r r a y s  and account ing f o r  d u p l i c a t e  connec t ion  p o i n t s )  t h e  
model conta ined  427 DOF. From t h i s  model t h e  nodes of t he  s t r u c -  
t u r e  c a n t i l e v e r e d  a t  t h e  base of t h e  Delta adap te r ,  as  i n  t h e  s i n e  
v i b r a t i o n  tests, w e r e  c a l c u l a t e d .  The p a r t i c u l a r s  f o r  t h i s  Phase 
11-a run are: 

I 

4 27 G i vcns  I 

N o .  Eigenvectors  
Computed 

2 5  

Computer Phase 11-a 

Required ( seconds 1 
CPU T ime  

The r e s u l t s  of t h i s  Phase 11-a run g i v e  t h e  e i g  n l u e s  and t h e  
e igenvec to r s  fo: t h e  "A" set DOF. T o  recover  th, mode shapes f o r  
t h e  o t h e r  DOF f o r  each s u b s t r u c t u r e ,  t.he Phase 111-a runs  are 
executed. These use  a r e s t a r t  t a p e  from t h e  Phase I set up run 
along w i t h  t h e  OUTPUT1 t a p e  (from Phase 11-a) wi th  t h e  p a r t i t i o n e d  
"A" set mode shapes f o r  t he  p a r t i c u l a r  s u b s t r u c t u r e .  As seen from 
Appendix I ,  t h e  Phase 11-a run p a r t i t i o n s  t h e  "A" set mode shapes 
i n t o  f o u r  d a t a  blocks: one f o r  each s u b s t r u c t u r e .  T h e s e  go on one 
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S u b s t r u c t u r e  

s/c 
S o l a r  Array  N o .  1 
S o l a r  Array  N o .  2 
S I  

1 

Phase 111-a 
CPU T i m e  
( seconds )  

1 0 2  
126 
126 
342 

I 

Once t h e  e i g e n v a l u e s  and "A" set mode s h a p e s  are o b t a i n e d ,  a 
modal f r equency  (or s t e a d y  s ta te )  r e sponse  a n a l y s i s  can be  run .  
As mentioned p r e v i o u s l y ,  t h i s  is  accompl ished  w i t h  a restart of 
Phase  11-a and a s w i t c h  from NASTRAN r i g i d  format 3 t o  r i g i d  
fo rma t  1.1. The o u t p u t  from t h i s  phase ,  a s  w i t h  Phase  11-a are 
s o l u t i o n s  f o r  t h e  "A" set DOF. I n  t h i s  case, t h e y  are t h e  f r e -  
quency r e s p o n s e  s o l u t i o n s  t o  whatever  s t e a d y  s t a t e  l o a d s  were 
i n p u t .  For t h e  I U E  v i b r a t i o n  t es t  s i m u l a t i o n ,  t h e  i n p u t  " l o a d s "  
are a c t u a l l y  accelerations a t  t h e  base of  the Delta a d a p t e r .  
S i n c e  NASTRAN d o e s  n o t  a l low d i r e c t  s p e c i f i c a t i o n  of b a s e  mot ions ,  
t h i s  w a s  accompl ished  by i n c l u d i n g ,  i n  t h e  o r i g i n a l  model, a l a r g e  
mass a t  t h e  b a s e  o f  t h e  Delta a d a p t e r .  During t h e  Phase  11-a 
modal a n a l y s i s ,  the  DOF t o  which the l a r g e  mass w a s  a t t a c h e d  were 
n o t  c o n s t r a i n e d  b u t  i n c l u d e d  i n  a SUPOH': Bulk Data c a r d .  The 
r e s u l t i n g  a n a l y s i s  gave  r i g i d  body " shake r"  modes p l u s  e l a s t i c  
modes t h a t ,  due  t o  t h e  p re sen -e  of t h e  l a r g e  mass, were e s s e n t i a l l y  
c a n t i l e v e r e d  from t h e  l a r g e  mass. The r i g i d  body modes are t h e n  
i n c l u d e d  i n  t h e  f r equency  r e s p o n s e  a n a l y s i s  and t h e  s t r u c t a r e  i s  
e x c i t e d  d i t h  a l o a d  a t  t h e  l a r g e  mass whose v a l u e  i s  t h e  l a r g e  
mass m u l t i p l i e d  by t h e  d e s i r e d  acce lera t ion  a t  t h e  l a r g e  mass 
DOF ( t h e  s h a k e r / s t r u c t u r e  i n t e r f a c e ) .  For t h i s  a n a l y s i s ,  t h e  
d e s i r e d  accelerat ion a t  t h e  b a s e  of  t h e  L12lta a d a p t e r  was 1.09 
i n  o r d e r  t o  o b t a i n  t r a n s ! n i s s i b i l i t i c s  of  t h e  s t r u c t u r e  f o r  base 
a c c e l e r a t i o n .  The Phase  11-b s o l u t i o n  t i m e  is g i v e n  below. 

Phase  11-b 
No. of Modes N o .  of F r e q u e n c i e s  --+- 51 -.+, 

Once Phase 11-b is r u n ,  t h e  t r a n s m i s s i b i l i t i e s  ( i n  t h i s  case) for 
t h e  "A"  set  DOF a re  a v a i l a b l e  and t h e  Phase 111-b r u n s  c a n  b e  
execu ted  t o  o b t a i n  f r equency  r e s p o n s e s  f o r  any d e s i r e d  o u t p u t  f D r  
any s u b s t r u c t u r e .  T h i s  is  v e r y  s imilar  t o  t h e  restart  t o  o b t a i n  
mode shape  d a t a  (Phase  111-a) a f t e r  comple t ing  Phase 11-a. The 
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Phase III-b solution time to recover the frequency response output 
for each substructure is given below. 

Substructure 
Phase III-b 
CPU Time 
( seconds) 

s/c 
Solar Array No. 1 
Solar Array No. 2 
SI 

477 
337 
337 
858 

Some of the results of the analysis for 2 axis vibration are shown 
in figure-, 8 to 13. Figures 8 to 1.1 show transmissibilities reDre- 
senting the acceleration at each of four locations per unit ac- 
celeration at the base of the Delta adapter. A l s o  included in 
these figures are test results. The test results were obtained 
from vibration tests at a low, 0.29, input level as well as from 
the design qualification tests which were run at up to 2.09. It 
can be seen that there is an appreciable difference in the high 
a3d low input test data due to nonlinearities in the structura. 
This is particularily evident on figure 9 where the 16 Hz 
spectrometer mode did not show up in the l o w  level tests but 
did in the high levei. Considering the spread in the high and 
low level test data, the theoretical results appear to give good 
apreement with the test data particularily below about 25 to 30 Hz. 
Above this frequency range the theoretical results follow the 
trend of the test data but is shifted higher in frequency. It 
therefore appears that the model is too stiff, as one would expect, 
as frequency increases. 

From the irequency response plots the lowest mode is  3t 10.5 Hz 
which is the first S / C  bending mode in the 2 axis. The Y axis 
mode is a lso  at 10.5 Hz. The nex' mode is at 15 Hz whizh is the 
first spectrometer mode. Modes in the range 30 to 4 0  Hz are due to 
S/C and SI second bending. Modal damping values of 10% critical 
were used for all lateral modes and was obtained from early tests 
on a structure using only a mass representation of the SI. 

Figures 12 and -3 show data that are used to set limits on the 
test inputs. The design qualification bending moment is required 
not to exceed 26.2 kN-m ( 2 3 2  000 in-lb) $urinq test. From figure 12 
an input acceleration value of 0.239 must not be exceeded in order to 
prevent the bending moment from exceeding 26.2  kN-m (232 000  in-lb). 

Figure 13 shows the relative deflection between the lowest spec- 
trometer deck (at grid point 5007 in figure 7) and the S / C  upper 
body truss leg which is nominally 2.2 cm (0 .85  inches) away. If 
the input acceleration gets high enough the clearance will be 
exceeded resulting in banging of the deck on the S / C  Structure 
and possibly damaging of the sensitive alinement of the SI. 
At the 10 Hz fundamental node the clearance will not be exceeaea 
since the input has to be notched to 0.239 to avoid exceeding the 
bending moment at the separation plane. However, at 16 Hz it 
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c a n  be s e e n  t h a t  t h e  r e l a t i v e  d e f l e c t i o n  w i l l  be exceeded i f  
t h e  i n p u t  is above abou t  2.09. T h i s  is t h e  level  which is  t o  
be i n p u t  d u r i n g  t h e  d e s i g n  q u a l i f i c a t i o n  tests. I n  f a c t ,  t h e  
tests d id  i n d i c a t e  t h a t  the IUE c o u l d  j u s t  b a r e l y  t a k e  2.09 i n p u t  
and n o t  have banging o f  t h e  s p e c t r o m e t e r  on t h e  S/C s u p p o r t  l e g s .  

I 
! 

CONCLUSIONS 

S u b s t r u c t u r i n g  t e c h n i q u e s  have been used t o  s o l v e  a problem t h a t  
would p robab ly  have been too l a r g e  t o  s o l v e  a s  one computer sub- 
mittal  on t h e  GSFC IBM 360/’95. The t o t a l  CPU t i m e  r e q u i r e d  for  
3 Phase I ,  1 Phase 11-a and 11-b, and 4 Phase 111-a and 111-b 
r u n s  was 1 1 / 2  h r .  The r e s u l t s  of t h e  a n a l y s i s  compare f a v o r -  
a b l y  w i t h  test data. 
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DMAP ALTERS FOR MODAL AND FREQUENCY 
RESPONSE SUBSTRUCTURE ANALYSIS 

(NASTRAN LEVEL 15.3.1 ) 

PHASE I : Create K A A , W  for each distinct substructure (three runs) -- 
i=l (S/C) I i=2 (SI) I i=3 (Solar Array) 

SOL 3 , o  

ALTER 7 4  

j 

i 
EXIT 

ENDALTER 

These are conventional rigid format 3 runs except that they ter- 
millate after the Guyan reduction. Any DOF that will connect to an- 
other substructure must be left in the "A" set in these runs,must 
be sequenced the same in all substructures and must have compatible 
coordinate systems. i 
PHASE 11-a : Combine substructures and solve for eiqenvalues and I 

"A" set eigenvalues. 

SOL 3 , o  

ALTER 47 I 

PARAM / / C  , N , NOP/V , N , TRUE=- 1 
S 
$Read S/C matrices in and incorporate into overall K,M 
$ 
INPUTT1 /Kl,Ml,,,/C,N,-1/C,N,l/C,N,I~Pl 

MERGE, ,,tKl,PVL,/KGl 

ADD KGG,KGl/KGGl 

EQU IV KGGl , KGG/TRUE 

MERGE I ,,,MlIPVlI/MG1 

ADD MGG , MG 1 .) ' K G  1 

FQU I V XGG1 ,MGG/TRUE 

I 

A 



L 

, 

E 

i 

$ 
$Read SI matrices in aP.3 incorporate into overall KIM 
$ 
INPUTT1 ~K~,M2,,,/C,N,-1/C,N12/C,N,INP2 

MERGE , ,,,K2,PV2,/KG2 

ADD KGGIKG2/KGG2 

EQUIV KGG2,KGG/TRUE 

MEEX, ,,,M2,PV2,/MG2 

ADD MGGIMG2/MGG2 

EQU IV MGG2 , MGG/TRUE 
$ 
$Read matrices for one Solar Array and incorporate 
$into overall KIM for both arrays using PV3,PV4 
$ 
INPUTT1 

MERGE , 
ADD 

EQU IV 

MERPJE , 
ADD 

EQU IV 

MERGE 

ADD 

EQU IV 

MERGE , 

ADD 

EQUIV 

CHKPNT 

/K3,M3,,,/C,N,-1/C,NI3/C,N,INP3 

Solar Array h0.1 
(use K3,M3,PV3) 

I 
i 
I I 

1 I I K3 I PV3 /KC15 

KGG , KG3/KGGj 
KGG3, KGG/TRUE 

,,,M3,PV3,/MG3 

MGG,MG3/MGG3 

MGG3,MGG/TRUE 

,,,K3,PV4,/KG4 

KGGIKG4/KGG4 

KGG4,KGG/TRUE Solar Array No.2 
(use K3,M3,PV4i iiiM31PV4,/MG4 

MGG I MG4/MGG4 

MGG4,MGG/TRUE 

KGG , MGG 

I I 
I 

. . L . ,  f . -4 

ALTER 50,54 
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$ 
$Write partitioned modal data on tape for Phase 111-a 
$ 
OUTPUT1 LAMA,,,,//C,N,-l/C,N,4/C,N,INP4 

PARTN ?HIG,,PV4/,PHIA4,,/CIN,1/C,N,1 

OUTPUT1 PHIA1,PHIA2,PHIA3,PHIA4,//C,N,O/C,N,4/C,N,INP4 

ENDALTER 

The Bulk Data deck should include a dummy scalar mass and stiff- 
ness just to get SMAl and SMA2 to generate KGG and MGG data blocks 
to get started. It should also contain the direct matrix input (DMI) 
cards for the partitioning vectors for each substructure (including 
the second Solar Arrdy) and an SPOINT card specifying as many scalar 
points as Chere are “A” set DOF. 

PHASE 11-b : Restart Phasi: 11-a for modal frequency response 

SOL 11,o 

ALTER 146,146 

ALTER 156 

PARTN UPVC,,PVl/,UPVSl,,/C,N,1/C,N,3 

PARTN U P V C , , P V 2 / , U P V S 2 , , / C , N , 1 / C , N , 3  

PARTN UPVCI,PV3/,V?VS3,,/C,N,1/C,N,3 

PARTN UPVC,,PV4/,UPVS4,,/C,N,l/C,N,3 

OUTPUT1 UPVSl,UPVS2,UPVS3,UPVS4,//C,N,O/C,N,4/C,N,INP4 

C@ND iB14, N$P 

ENDALTER 

I 

The data deck for this run is the same as any rigid format , 1  
restart of a rigid format 3 run. It should include all of the dyF- 
anic load data,damping and the excitation frequency list. 
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PHASE 111-a : Recover mode shapes for each substructure (four runs) 
i=l (S/C) ,i=2 (SI) ,i=3 (Solar Array No.1) ,i=4 (Solar 
Array No.2). These runs are restarts of the Phase I runs 
with two restarts of the Solar Array model. 

SOL 3,O 

ALTER 74 

PARAM //c , N, NOP/ J ,  N , TRUE=-l 

JUMP LBPH3 

ALTER 94 

LABEL LBPH 3 

INPUTTl /LAMAS,,,,/C,X,-l/C,N,4/C..N,INP4 

EQUIV LAMAS, LAMA/TRUE 

INPUTTl /UVSUB,,,,/C,N,i-1/C,N,4 

EQUIV UVSUB,PHIA/TRUE 

, ENDALTER 

i additional Bulk Data. 
The Zase Cciltrol deck requests output desired and there is no 

: PHASE 111-b : Recover frequency response data for each substructure 
(four runs) ;i=l (S/C) ,i=2 (SI) , i = 3  (Solar Array No.11, 
i=4 (Solar Array No.2). These runs are also restarts of 
Phase I runs 

SOL ii,n 

ALTER 46 

PARAM //C , N , NOP/V, N , TRUE=-l 
ALTER 94,158 

INPUTTl /PPF,,,,/C,N,-l/C,N,4/C,N,INP4 

INPUTTl /UDVlf,,,,/C,N,i-l/:,N,4 

SDRl USETD,,UDVlF,,,GO,GM,,KFS,,/UPVC,,QPC/C,N,l/ 
C,N,DYNAMICS 
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CHKPNT UPVC , QPC 

SDR2 CASECC,CSTM,MPT,DIT,EQEDYN,SILD,,,,PPF,QPC,UPVC, 
EST,XYCDR/OPP-1,OQPC1,OUPV~l,OESCl,OEFC1,/C,N, 
FREQ/V,N,NOSOHTZ 

ALTER 169,170 

RANDOM XYCDB,DIT,PSDL,OUPVC2,OPPC2,OQPC2,OESC2,OEFC2, 
CASECC/PSDF,AUTO/V,~V,NORD 

SAVE NORD 

ALTER 181,183 

ENDALTER 

The Case Control deck requests output desired. Dummy dynamic loads, 
damping,frequency response list should be included in the Bulk Data 
deck. 

234 



L 

i 
I 
I 
I . -  

1. 

2. 

3.  

1 .. . -. I. 

REFERBNCES 

Bruck, L. R.: Development of the IUE Spectrometer Finite 
Elemept Models, NASA-GSFC Memorandum Report No. 741-30. 

Universal Analytics, Inc.: KASTRAN Substructuring Analysis 
Report, (to NASA-GSFC - no report number), July 9, 1974. 

McCormick, Caleb W e r  ed.: The NASTRAN User’s Manual (Level 
NASA SP-222 (91) I 1973. 

1 1 
I I 

I 
I 

f 

15.0). , 
7 

; 



J 

I 

1 

I 

I 

SBAND ANTENNA STATION 164.5 - 

SClENTlFlC INSRUMENT 

IRA ELECTRON1 

FINE SUN SENSORS STATION 87.5 

THERMAL BLANK 

S-BAND ANTENNA 

SPIN MODE SUN SENSO 

S-BAN0 ANTENNA 

THERMAL LOUVERS 
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ANALYTICAL AND EXPERIMENTAL STUDY OF 

TWO CONCENTRIC CYLINDERS COUPLED BY A FLUID GAP 

By T. M. Mulcahy, P. Turula, H. Chung 
and J. A. Jendrzejczyk 

Argonne National Lab0ri:ory 
Argonne, Illinois 

INTRODUCTION 

From a structural point of view a liquid coolant type nuclear reactor 

This vessel is protected frem the 
consists of a heavy steel vessel containing the core and related mechanical 
components and filled with i hot fluid. 
severe environment of the core by a shielding structure, the thermal liner, 
which is usually a relatively thin steel cylinder conceritric with the reactor 
vessel and separatet! from it by a gap filled with the coolant fluid. 
arrangement leads to a potential vibration problem if the fundamental frequency, 
or one of the higher naiural vibration frequencies, of this liner system is 
close to the frequency of some vibration source present in the reactor vessel. 
The natural vibration frequency of the liner shell vibrating in a vacuum is 
rsddily calculated by generally available techniques; e.g., references 1 and 2. 
However, it is felt that the influence of the fluid cannot be ignored since it 
may reduce the fundamental frequency by a factor of two to five, and thus may 
lower it into a range in which strong vibration sourc?s may be present. Some 
natural freqcency data for the case of a cylindrical L tell filled with liquid 
has been presented in reference 3; however, the case of a cylindrical shell 
coupled to a concentric shell through a thin fluid gap was studied only for the 
case of simple support conditions at both top acd bottom. (See references 4 
and 5 . )  The study described here -..as undertaken to provide information for the 
shell rigidly clamped at its base and free at the top since this is a better 
description of the conditions encountered in typical reactor designs. 

This 

The dimensions of'shell considered in this report were selected to model 
the liner used in the Fast Flux Test Facility reactor designed for the U. S. 
Atomic Energy Commission. The scale factor is approximately 1/14, giving 
nominal dimensions of 0.52 m (20.5 inches) height, 0.43 m (17 irrches) diameter, 

. and 1.6 mm (1/16 inch) thickness. All measurements were made in "customary" 
units. The behavior of prototype coolant liquid, sodium, is modeled by water 
which has density, compressibility, and viscosity properties that are ade- 

. quately representative. In identifying mode shapes, this report will use the 

. conventional designations: n to signify the number of complete waves !.I the 
~ circumferential direction ( n=O - axisymmetric, n=l - translation, n=? 
' "ovalling," etc.); and, m to signify the modal characteristic in t , ' -  .~:ngi- 
i tudinal direction ( m=l - simple cantilever beam type mode, m=2 - a mode wfth 
1 one nodal cirt'.?, etc.). 
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EXPERIMENTAL SETUP 

The experimental model was fabricated by rolling a 1.5 mm (0.058 inch) 
thick, 0.51 m (20.125 inches) wide steel plate, seam welding, and soldering to 
a 13 mm (1/2 inch) brass plate which in turn was securely bolted ti, a u.i5 x 
0.43 x 0.97 m (6 x 17 x 38 inch) steel block. Relatively rigid concrete outer 
cylinders were formed by casting around the cylindrical model utilizing a hard 
durometer neoprane spacer to obtain the nominal annular gap desired. The 
concrete was waterproofed and attached to the steel base as shown in Fig. 1. 

The average outside diameter of the fabricated shell - .4338 m (17.08 
inches) - was determined by taking the average of 36 measurements. 
diametral deviation was less than 0.5%. The shell wall thickness - 1-47 
(0.058 inch) - was more uniform. The annular gap size - 3.8, 6.4, 13.7, 26.3 
and 75 mm (0.151, 0.253, 0.538, 1.03 and 2.94 inches) - was determined by 
measuring the volume of water necessary to fill the annular region between the 
concrete shell and the steel shell to various levels. 
used, the maximum deviation from the average value was about 0.10 (10%). The 
geometric accuracy of the model exceeds the uniformity expected in the proto- 
type. 
193 GPa (28 x lo6 p ~ f )  - were determined from test strips of the steel plate 
s e d  in fabricatinq the shell by weighing and by a cantilevered beam frequency 
test. 

The maximum 

For any of the gap sizes 

Steel density - 7.5 Mg/m3 (0.27 lb/cu. in.) - and elastic modulus - 

A single exciter coil was situated close to the inside snell wall with 
an approximate 5 nrm (3/16 inch) air space, and provided a magnetic force over 
approximately 0.016 m2 (25 square inches) of the shell. Both a sinusoidal and 
a widr-band random current signal, controlled by signal generators were 
utilized during testing. 
monitored by miniature piezoelectric accelerometers cemented to the inside of 
the cylinder every 30°, with Oo defined to be opposite the center of the above 
coil. In addition, three accelerometers were cemerlted at equal spaces along 
the Oo longitudinal line on the cylinder and a movable accelerometer mounted 
on a magnet was used to search for node points. 

The motion of the top of the test cylinder was 

TESTING PROCEDURE 

Testjng for each water-filled annular gap and the cylinder in air con- 
sisted of three phases. 
the shell with a wide-band random force and inspecting power spectral density 
plots produced by a Fourier analyzer fim the time history signals of several 
accelerometers. Second, the shell was excited wtth a sinusoidal current 
applied to the coil, using a range of fie-uencies in the vicinity of each of 
the natural vibration frequencies detected by random excitation. For each 
natural frequency, fn, the accelerometer signal in a narraw band about this 
frequency was processed by the Fourier analyzer to provide a more accurate 
value of the peak frequency and to establish the RMS acceleration at each 
accelerometer position. 
corresponding to the natural frequencies. 

First, natural fr2quencies were determined by exciting 

This information was plotted to identify mode shapes 
In the third phase of testing, the 



! 
t 
I 

I 

f ' 
4 
5 

I 

I 

1 

I 

L 
t 
t 

i 

transfer function between the BMS dsplacement and peak coi, current was 
plotted at discrete points in a narrow frequency band about each natural fre- 
quency so that the equivalent viscous damping ratio could be calculated by the 
half power point bandwidth method as outlined in reference 6. 

! ANALYTICAL METHODS 
i 

Analytical solutions to the structural problems were obtained by using the 
NASTRAN finite element analysis program (see reference 7) with corroborating 
solutions obtained by using the SAP IV code (see reference 8) and through a 
Bayleigh-Rite solution (see reference 9). The structural dimensions used for 
the analytical work were: 
radius to the mid-surface of the shell - .2160 m (8.505 inches); shell thick- 

Poisson's ratio - 0.3; and, shell material mass density - 7497.55 kg/m 
(701 x lb-~ec~lin.~). Analytical solutions for the coupled fluid- 
structure problem were obtained from the NASTRAN code only, using the 
follariug additional parameters: 
(93.6~10'~ lb-~ec~/in.~); bulk modulus - 2.07 GPa (0.3 x lo6 psi); and, gap 
sizes as noted above. 
finite-element formulations, consisted of 10 divisions vertically and 9 
divisions over a quarter of the shell circderentially (loo segments). Some 
comparison runs using a finer mesh were made to establish the adequacy of the 
mesh for the purposes of this study. For example, by using a mesh size with 
twice as many divisions in each direction, it.was established that the basic 
grid gives results with the minimum frequencies (which were those with the 
a3st error) about 2% too hfgh. Similarly, it was found that using a grid with 
divisions three times larger than the basic grid gives errors of 30 to 50 per- 
cent. 

height (i.e., length) - 0.5112 m (20.125 inches); 
ness - 1,433 mm (0.058 inch); elastic modulus - 182.7 GPa (26.5 x lo6 qsi) ; 

I 

fluid mass density - 1000.11 kg/m3 

The basic grid, as used in the reported structural 

* 

The basic grid used in the fluid-structural analyses had 5 divisions 
vertically, 6 divisions circumferentially (15O segments) and 5 divisions 
through the fluid in the radial direction. 
NASTRAN uses a finite-element representation of the fluid region. 
fluid with small motion is assumed to give a linear (acoustic type) formula- 
tion. The fluid is also assumed to be irrotational so that a scalar potential 
function (pressure) can be used as the solution variable in place of the three 
components of displacement. 

In solving the coupled problem, 
Compressible 

VIBRATION IN AIR 

Before consj.dering the shell vibrating with a fluid, the shell in a 
, vacuum was studied to establish the significance of variations in the boundary 
I conditions and to establish the degree of correspondence to be expected be- 
., tween analytical and experimental results. 
I these results. 
j free. 

Figure 2 presents a summary of 
In all cases the top boundary of the she11 was considered to be 

In comparing analytical results for the fixed base co.:.iition (rigidly 
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clamped) to the simply supported base condition (all edge displacements pre- 
vented but unrestrained rotation about the tangent), little difference vas 
found. The degree of rotational restraint at the base does not affect the 
overall results significantly as it is primarily a local flexure condition. 
Hence it is not considered further. The base boundary condition was then 
further relaxed by allowing edge motion in the axial direction against an 
elastic spring restraint, €$; using TZ = infinite, lo6, lo5 and 1G units, where 
each unit is 4.656 kN/m per m of circumference (1 lb/in. / 1.5 in-). The KZ 
infinite case corresponds to the simply supported condition, whereas Kz = 10 
which is effectively RZ = 0 corresponds to a shear diaphragm boundary condi- 
tion. "he curves corresponding to each of these conditions are shown in the 
figure. Comparable results obtained by using the SAP IV program gave frequencies 
about 3% lower; frequencies obtained by the Rayleigh-Rite method were up to 
5% lower. 

The results obtained experimentally for the shell vibrating in air (i.e., 
effectively xu J ----Ixo) are shown as data points in Figure 2. 
experimental setup was intended tu sfmrlate a fixed condition (Kz = infinite) 
at the base, it can be seen that effectively it is behaving as a shell sup- 
ported by elastic springs in the axial direction with Kz = lo5. 
for both m = 1 and m = 2, the modes correspoqding to the lower n values were 
not detected. Difficulties were encountered in this regard and explanations 
posed here and elsewhere are not totally satisfactory. 
of these modes included the use of the local electromagnetic coil described 
previously as well as acoustic excitation at various amplitude levels applied 
by a loud speaker. 
to a random excitation did show a frequency at 140 Hz which probably corre- 
sponds to the m = 1, n = 3 mode, but no corresponding response w a s  generated when 
a single harmonic excitation at this frequency was applied. 
analysis performed by the NASTRAN program indicated that the modes which 
failed to respond are of somewhat lesser intensity than modes at neighboring 
frequenc'zs with high n values, but this difference was not large enough to 
justify the difficulties encountered in detecting these modes. One possible 
explanation is in the relation between flexural strain energy (associated with 
high n values) and membrane strain energy as discussed by Croll. 
10.) 
that of the low n value mode may also be the difficulty. 
suspect in the tests using the electromagnetic exciter since with a pure 
harmonic current applied to the device the resulting force function carries 
higher harmonic frequencies of an amplitude up to 204; of the fundamental 
harmonic. 
experimentally detecting these low n value modes is the geometrical imperfec- 
tions of the shell as fabricated. NASTRAN is suited to the evaluation of this 
effect and a study to perform such an evaluation is contemplated. Finally, it 
should be noted that the frequencies of the low n value mode &.apes are highly 
dependent on the stiffness Kz, as clearly shown in Fig. 2, so that the 
relatively undeterminable and possibly nonlinear nature of this restraint may 
greatly reduce the sharpness of the associated response. 
modes that gave a clear response, increasing the drtving force by a factor of 
four lowered the peak response frequency by at most 1/2%: hence, supr-rt non- 
linearity appears to be negligible. 

Although the 

Note that 

Efforts to get response 

Fourier analyzer processing of the acceleration response 

Frequency response 

(See reference 
The masking effect of the higher n value modes st frequencies close to 

This is particularly 

A factor which may be totally responsible for the difficulty of 

However, for the 
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The vibration frequencies of the shell with a fluid gap were first approx- 
bated by applying the added mass factors, as described in reference 4 for 
infinitely long shells, to the frequencies obtained for the in air vibration 
case. 
is shown in Fig. 3. This method appears to give frequency predictions that are 
somewhat low but generally within 10% of the experimental values. 

A comparison between the experimental results and these extrapolations 

Figure 4 shows the frequencies predicted by the prograa; for the 

These frequencies are compared with the experi- 
The directly computed values are 

shell vibrating with four selected water gaps, and with the in-vacuum soh- 
tions shown for comparison. 
mentally measured frequencies in Figure 3. 
between 20 to 30 percent higher than the experimental results; however, by 
comparing results for problems run with several different models, it is 
expecced that the mesh size used to generate the data in Figure 3 will give 
freq%encies which are between 20Z and 35% too high. The mesh size used for 
genrrathg the data consisted of 5 divisions vertically, 5 divisions radially 
through the fluid, and 15' divisions circumferentially along the shell. 
However, for one particular fluid gap size, the mesh divisions were reduced 
in steps down to 10 by 5 by 6 O ,  respectively. 
radially through the fluid was also varied, but this did not affect the 
results significantly; thus, the 5-division model can be considered fine 
enough for accurate results. 
that are quite adequate for design purposes. However, the cost of running a 
series of fluid-solid interaction problems through NASTRAN, particularly with 
a much finer mesh than used here, would be prohibitive. The runs involving 
the (5, 5, 15') mesh required about 1 minute of ZRM S/370-195 CPU time; the 
(10, 5, 6') case required 8 minutes. Both were run with NASTRA!! level 15.1 
using 180° of the shell modeled for analysis, 

The number Jf divisions 

This somewhat refined analysis gives results 

DAMPING 

For purposes of determining the equivalent viscous damping ratha, che 
frequency-response curve was first determined in the 0.1 - 0.5 g acceleration 
range and then redetermined at the highest acceleration level compatible with 
the available equipment. The ratio of acceleration levels was at least two 
and usually five to ten. 
in the 10 to 40 percent range. 
damping for the shell vibrating with various water gaps and in air. 
the smaller fluid gaps are associated with higher damping ratios than those 
measured in air, typically twice as large. Generally, larger damping is 
associated with smaller water gaps. 
this later trend, the frequency response cuves probably were distorted 
(broadened) by superposition of the responsl :orresponding to an adjacent 
natural frequency which would make the half power bandwidth method inappli- 
cable. 

The dawing ratio variation with amplitude level was 
Figure 5 shows seiected average values of 

Clearly, 

For those few cases which do not follow 
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CONCLUDING RE.= 

Correspondence of experimental and analytical results is within acceptable 
limits for design purposes. 
tions with low n values eluded experimental detection. 
these modes in design, as well as the reasons for the difficulty in detecting 
them experimentally, are not clear. 
elastic finite-element mslysis to solve vibration problems involving shells 
containing a fluid has been demonstrated; however, the computer time costs 
incurred with the present methods prohibit extensive application of this tech- 
nique. 

Several vibration modes corresponding to solu- 
The significance of 

The feasibility of using a coupled fluid- 
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Figure 1. Experimental setup schematic. 
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NASTRAN NONLINEAR VIBRATION ANALYSIS OF 

BEAM AND FpWfJ3 STRUCTURES 

Chuh Mei 
LTV Aerospace Corporation, Hampton, Virginia 

and 

James L. Rogers, Jr. 
NASA Langley Research Center, Hampton, Virginia 

SUMMARY 

A capability for the nonlinear vibration analysis of beam and frame i 
structures suitable for use with NASTRAN Level 15.5 is described. The 
nonlinearity considered is due to the presence of axial loads induced by 
longitudinal end ratraints and lateral displacements that are large com- 
pared to the beam height. This paper includes a brief discussion of the 
mathematical analysis and the geometrical stiffness matrix for a prismatic 
beam (BAR) element. Also included are a brief discussion of the equivalent 
linearization iterative process used to determine the nonlinear frequency, 
the required modifications to subroutines DBAR and XMPLBD of the NASTRAN code, 
aid the appropriate DMAP ALTERS to determine the frequency. To demonstrate 
this nonlinear vibratior, capability, four exarqle problems are presented. 
Comparisons with existing experimental and analytical results show that 
excellent accuracy is achieved with NASTRAN in all cases. 

INTRODUCTION 

In practical beam vibration problems, transverse deflections may be 
greater than those assumed for linear theory. 
been given, therefore, to the nonlinear flexural vibration of beams. Most 
studies have dealt with simple uniform beams with either hinged or fixed 

by Eisley (re?. 1) through 1964. More recent surveys are given by Ray and 
Bert (ref. 2j, and Panaalai (ref. 3). Nonlinear vibrational behavior of 
non-uniform beam and frame structures found in many engineering applications, 

Considerable attention has 

t support conditions at both ends. An excellent literature survey is given 

1 
1 however, has not received much attention in the literature because of 
I analytical difficulties. The use of the finite-element method overcomes 

I 

1 

these difficulties and removes the uniform beam and limited support condition 
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describe a nonlinear vibrational analysis The purpose of this paper is to - -  
capability for determining fundamental frequency of beam and frame structuke 
suitable for use with NASTRAN Level 15.5 and to present results demonstrating 
this capability. 
and the derivation of the geometrical stiffness matrix that represents the 
induced axial force in the governing equation, the appropriate modifications 
to the NASTRAN code, and solutions of example problems. Procedures for non- 
linear vibration analysis with and without applied axial forces are available 
for NASTRAN Level 15.5 by means of DMAP ALTERS and modifications of the 
NASTPA'I code $veri in the Appendices . 

The paper includes a discussion of the mathematical analysis 
t 

SYMBOLS 

A area 

amplitude of vibration 

amplitude ratio, c / p  

modulus of elasticity 

C 

d 

E 

{f) element forces 

height of beam h 

I 

[kl 

rkdl 

area moment of inertia of crciss section 

stiffness matrix 

differential stiffness matrix 

geometrical Stiffness matrix 

length 

[kgl 

R 

tml mass matrix 

xo P 

P 
X 

applied axial force on undeformed beam 

axial force due to derlection 

Euler load 

inplane force matrix 

nodal displacements 

time 

I 
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X,Y,Z 

W 

P 

($1 

w 
0 

w 

Subscripts: 

a,aa 

e,ee 

eq 

element coordinate system 

lateral deflection 

ma88 density 

normal mode 

fundamental linear frequencl 

fundamental nonlinear frequency 

System 

element 

equivalent 

MATHEMATICAL ANALYSIS 

Formulation of Matrix Equation of Motion 

The strain energy in a deformed bar element of uniform cross section is 
given by : 

\ 2  
where P X = Fl' (E) dx 
The first two terms of the strain energy expression are due to bending and 
applied axial force, respectively. 
of the axial force P induced by large deflections. 
neglected from Eq. (11, the strain energy Ls .educed to that of the 
linear theory. 

The last term is the nonlinear contribution 
If the axial force Px is 

X 

The kinetic energy is given bt-: 

i 

f 

I 

! 
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where the rotatory inertia term has been neglected. 

In the finite-element approach, transverse deflection of an element is 
expressed in terms of generalized diP?lacements {u 1 and interpolation 
functions. The function chosen to represent the transverse deflection is 
given by : 

e 

w = L(1 - 3 G2 + 2 X3) -(1 - 2 ii + X2)X (3 ii2 - 2 X3) 

(G - x2) j tuel 
z where 5 = 

This displacement function is the same as used for the NASTRAN bar element. 
The displacement vector describing bending of a bar element in the xz plane 
(see figure 1) is defined by: 

and 

d 
where [keel, [k 

differential utiffness, geometrical stiffness, and mass matrices, respectively 

and [kgee] is a function of {uel. 

[kg I, aid [m 1 represent the element stiffness, ee ee 

Substituting Eq. (4) into Eq. (2) yields 

where [p 1 is t . e  lnplane force matrix. ee 
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Substituting Eqs. (7) and (8) into Lagrange’s equations, that m, 

i = 1, 2, .,#n 

L 
i 

where n is the number of elemental degrees of freedom, leada to the matrix 
equation of motion for the large amplitude free ubcillations of a bar element 
which is given by 

The mass, stiffness, and differential stiffness matrices of Lhe bar element 
are 12 x 12 matrices relating the forces and moments actir 
bar (see ref, 4). The portion of the differential stiffn.: ,trig, for 
example, tbat describes bending in the xz plane of figure 1, is given by 

the ends of the 

zb OYb 0 U 
Ya 

U za 

P xo - xo 6 P  

5R 10 5R 
- 

R P  

30 
xo - xo 

pxo - pxo - 

P 2R pxo - 
15 10 

d [k 1 = e2 

xo 6 P  P 
xo - 

5R 10 

2R pxo 
15 

I 

! 

t 

d The relaticns between [k en], ikge,], and [pee] can be found from Eqs. (1) 
u.-.3 (2) atrd thert are 

Q 
1 -5 ;kd 

(13) Tk* ] P - 
ae 2 Fxo ee 
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where 

and 

Solution Technique 

The goemetrical stiffness matrix [kg ] in Eq. (11) is displacement 
dependent (see Eqs. (13) and (14)). Theref ore, the frequency for 
nonlinear vibration also depends on the amplitude of vibration. 
phenmenon is different from the linear case, in which the frequency is 
independent of amplitude. 
the linear vibration problem is referred to as the linear frequency, and the 
frequency associated with the nonlinear *ribration problem is referred to as 
the nonlinear frequency. To determine the nonlinear frequency, an iterative 
procedure with an equivalent linearizatior. technique is used and is illus- 
tra:ed by the s-lified flow chart shown in figure 2. The system matrices 
Indicated in figure 2 are assembled from the element matrices by a standard 
finite-element procedure. 
dent geometrical stiffness mtrix [kgee] by an equivalent matrix [kg 
using the rlode shape or the linear ee “21 rs t 
approximation to the displacement. 
equation of motion to a linearized equation which can be solved 3s a standard 
elgenvaiue problem. 
may be used to recompute [kg 
vibration iterative solution proge we. 
as follows. The first step is to solve the linear vibration problem: 

ee 

This 

In the following the frequency associated with 

The basic idea is to replace the displacement depen- 

vibration problem as the 
This reduces the nonlinear system 

The mode obtained by solving Lhis eiqenvalue problem 
for the next iteration in the nonlinear ] ee e The solution procedure is illustrated 

where wa is the fundamental frequency of the linear problen, (6) represents 
the correspondkg mode shape normalized by its maximum component, and the sub- 
script aa repcesents the system matrices. Solving Eq. (16) provides the fArst 
approximaLe displacement in the form 

0 
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where c is the amplltudz of vibration. 
matrix am can be obtained u s h g  {u 11 which leads to a linearized eigenvalue 
equation of the form 

The equivalent geometrical stiffness 
a 

where ;r) is the fundamental nonlinear frequency associated \.ith amplitude c, 
and {@I 
repeate& by using 

is the corresponding mode shape. The iterative process can be 

as the second approxination, and similarly the i-th iteration approximate 
displacement is of the form 

I 

i The iterative process can be continued mtil the nonlinear frequency converges 
to the desired accuracy or the mode shape {@I 
criterion (e.g., the modified Euclidean norm iof ref. 5). 

Satisfies some convergence 

E MODIFICATIONS TO THE NASTRAN CODE 

To compute the geometrical stiffness matrix [kgeeJ, subroutine DBAR was I 

; 
modified to take advantage of the fact that the differential stiffness matrix 
and the geometrical stiffness matrix are related as shown ir! Eq. (13). 
Appendix A slrows these chawes in CDC UPDATE format. 
ment for DBAR was increased by 647 

The Core storage require- 
* -  locations. 8 

I 

To avoid sing thromh the modified section of code each time DBAR was 
called, a new partmeter, NLVIB, was added ta the DMAP calling qequence for 
module DSMG1. The ccntents of NLVIB are passed through blank commozl from 
DSMGl to DBAR. The default v;;lue for NLVIB, set ia block data subvutine 
X#PLBD, is zero (0). 
executed. 
calling sequence for the DSMGl module is used: 

%en 5 V I B  = 0, the new code in DBAR will not be 
To set NLVIB = 1 and execute the new DBAR coder the following 

DSMGl CASECC,,SIL,,PHIG,CSTM,MPT,ECPT,GPC 
DIT/KGGG/V,N,DSCOSET/C.P, 1 $ 

The underlined parameter sets NLVIB to 1. 

i 

i 

I 
i 
f 

i 
i; 
% 

um 
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Once the  changes shown i n  Appendix A were made to  DBAR and XMPLBD, they 
were compiled and replaced the  old DBAR and XMPLBD in the  NA!XRAN object  
l ibrary.  Link 1 and Link 13  were relinked and a new executable IUASTBAN wae 
created. Although t h i s  procedure w a s  done on a CDC computer, similai prr-.e- 
dures w i l l  produce s imi la r  results on both the  IBM and UNIVAC computers. In  
order t o  use t h i s  nonlinear v ibra t ion  Capabili ty i n  NASTRAN, extensive alters 
have t o  be applied t o  e i t h e r  Rigid Format 5 and Rigid Format 13, depending 
on how the  capabi l i ty  is needed. A summary of the  appl icable  analyses ,  t h e i r  
governing equations and t h e i r  appropriate Rigid Formats is given as foll-: 

ANALYSIS 

N o i m a l  Modes 
! 

Buckling 

Normal Modes with 
Dif fe ren t ia l  
S t i f fnes s  

Nonlinear Vibration 
Analysis 

Nonlinear Vibration 
Analysis with 
Dif fe ren t ia l  
S t  i f f  ness 

where X is an eigenvalue. 

w 2[m] = [k + kd] 
0 

2 w [m] = [k + kg] 

2 w [m] = [k + kd + kg] 

R I G I D  FORMAT 

3 

5 

13 

5 with ALTERS 

13  with ALTEks 

The appropriate DMAP alter sequences fo r  both Big i FormaLs 5 and 13 are 
shown i n  Appendix B. The alters between t h e  statements - 

LABEL cow $ 

REPT cow, 1 $ 

w i l l  go through two i t e ra t ions .  I f  the  user des i r e s  more i t e r a t ions ,  the  
in teger  i n  the  REPT statement must be increased. 
quired to  use t h i s  capabi l i ty  is the addi t ion of a PARAM card i n  the aulk 
Data deck. 
of the  s t ructure .  

The only other  input re- 

The parameter AMP is used t o  specify the  amplitude of vibrat ion 

I 
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EXAMPLES AND RESULTS 

I I 

I 

I 

I i 
( 

The nonlinear vibration capability developed for use with NASTRAN has 
been demonstrated by solving two examples nonlinear vibration analysis 
and two examples of a nonlinear vibration analysis with differential stiff- 
ness. NASTRAN solutions are compared with previously published results. 

of a 

Nonlinear Vibration Analysis 

The first example is the vibration of a uniform beam with various end 
support conditions. Evensen (ref. 6) obtained approximate amplitude- 
frequency relations for uniform beams with fixed-fixed, hinged-hinged, and 
fixed-hinged boundary conditions using a oerturbation method. Good agree- 
ment is obtained between the NASTRAN and perturbation solutions as shown in 
Figure 3. For the hinged support case, the two amplitudr-frequency curves 
coincide. 

The second example demonstrates the effect of the amplitude of vibration 
on a rectangular frame structure. 
609.6 cm (20.0 ft.) long, and is made of 1.27 cm (0.5 in.) diameter steel rod. 
There are 10 equally spaced cells lengthwise aud 4 equally spaced cells along 
the width. All four edges of the frame are fixed. A plot of the undeformed 
frame is shown in figure 4. 
analysis due to symmetry. 
values of the amplitude c (see Eq. 17) up to 7.62 cm (3 in.) are as follows. 

The frame is 304.8 cm (10.0 ft.) wide, 

Only one-fourth of the frame is used In the 
The linear frequency and nonlinear frequencies for 

cm - 
0 

(in.) 
0 

1.27 0.5 
2.54 1.0 
3.81 1.5 
5.08 2.0 
6.35 2.5 
7.62 3.0 

Frequency, Hertz 

4.638 linear 
5.319 
6.830 
8.565 
10.295 
11.940 
13.478 

The results indicate that the amplitude has an important influence on 
the frequency. 
of the frame increases the fundamentai nonlinear frequency to more than twice 
the linear one. 

In this example, a 5.08 cm (2 in.) amplitude at the center ’ 
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Nonlinear Vibration Analysis with Dif fe ren t ia l  S t i f fnes s  

The t h i r d  example is a hinged rectangular beam subjected to an applied 
axial tensile force of 105.4 N (23.7 lbf ) .  
ref.  2 using three  d i f f e ren t  approximate ana ly t i ca l  procedures, and r e s u l t s  
from these procedures, as w e l l  as experiment r e su l t s ,  are given. 
is based on an assumption for the  s p a t i a l  dependence of the  displacement 
function, one is based on an assumption for  the temporal dependence of the  
displacement 
beam has the  following properties:  

The same problem w a s  solved i n  

One procedure 

mction, and the  th i rd  procedure is the  Galerkin procedure. The 

, 

Length 
Width 
Height 
Material 
Elastic Modulus 
Specif ic  Mass 

50.8 cm (20.0 in.) 
1.27 cm ( 0.50 in.)  
0.081 cm ( 0.032 in.) 

Titanium Alloy 
100.6 GPa (14.6 x 10 ps i )  

5.15 Mg/m ( 0.186 lb./in.3) 

6 

One-half of the  beam modeled by six BAR elements was used f o r  the  analysis .  
Three ana ly t i ca l  fundamental frequencies and an experimentally measured one from 
ref .  2 and the  NASTRAN so lu t ion  are shown i n  f igure  5, Comparing the  r e s u l t s  
demonstrates that the NASTRAN r e s u l t s  provide the  c loses t  comparison with the 
experiment. 

The fourth example is a beam-colm subjected t o  an applied corupressive 
force with various support conditions. Based on l i nea r  theory, L u r i e  (ref.  7) 
has shown tha t  the  r e l a t ion  between the  square of the frequency and the a x i a l  
load is l inea r  f o r  a beam tha t  has ident ica l ly  shaped vibrat ion and buckling 
modes. H e  a l so  showed tha t  the condition of zero fundamental frequency cor- 
responds to  buckling. 
is ac tua l ly  the l imi t ing  case of a more general  phenomenon of la rge  amplitude 
v ibra t ions  under the influence of a x i a l  loads. Burgreen (ref.  8) obtained 
an exact so lu t ion  i n  terms of e l l ip t ic  functions f o r  a uniform beam hinged a t  
both ends and a l s o  ve r i f i ed  h i s  r e su l t s  experimentally. 
used Galerkin’s method to  study beam-colms with both ends hinged. 
shows good agreement between the NASTRAN solu t ions  and the r e s u l t s  given by 
Burgreen and Srlnivasan, and NASTRAN g ivesbe t t e r  predictions than the one-term 
Galerkin method. The load-frequency curves f o r  d i f fe ren t  amplitude r a t i o s  of 
vibration, d, f o r  beams with various support conditions are given i n  f igure  6, 
where d is the r a t i o  of amplitude t o  t h e  radius of gyration of the beam. 
comparison is made for  the cases of fixed-hinged and fixed-fixed because there  
appears t o  be no aolution avai lable  i n  the l i t e r a tu re .  I t  h a s  been found from 
t h i s  example tha t  (1) t h e  e f f ec t  of ampl i tude  is more pronounced for  a less 
stiff s t ruc ture ,  and (2) nonlinear theory shows t h a t  the frequency of a column 
a t  t h e  Euler  buckling load is not zero fo r  f i n i t e  amplitudes of vibration. 

.- 

The l inea r  v ibra t ion-s tab i l i ty  problem studied by L u r i e  

Srinivasan (ref.  9 )  
Table 1 

No 
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CONCLUDING REMARKS 

Nonlinear vibration capability for beam and frame structures has been 
developed for use with NASTRAN Level 15.5 by means of DMAP ALTERS and modi- 
fications to the NASTRAN code. 
element has been developed for NASTRAN by modifying subroutine DEAR. 
equivalent linearization technique and iterative process used to determine 
nonlinear frequencies are implemented into NASTRAN by the DMAP ALTERS. 
versatility of the finite-element method enables the analyst to determine 
nonlinear frequencies of vibration for non-uniform beam and frame structures. 
Comparison with previously published results show that excel lent accuracy 
is achieved with NASTRAN. 

A geometrical stiffriess matrix for a bar 
An 

The 

i 
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APPENDIX A 

MODIFICATION OF CODE 

* l N 5 E R T r D B A ~ o l 1 1  
UOUHLE PRkCXSION P X T r C O t F F r H O L ~ ( b ) r T i ~ ~ ( ~ 6 ) r ~ X P r ~ T ~ ~ ( ~ 6 )  

+ I N S E R T r D R A W o l f 3 5  
C 
C l N S t H T  N t W  N L V l r j  P A H A M E T t h  I N T U  DLMNK CDMbION 
C 

1 COM r NL i/ t d 
* lNSERTrDRAWo638 

COVWON 

~ F ~ N L V I ~ o N E o 3 o ~ ~ 3 o ~ X o t ~ ~ o ~ o ~ l ~ ~ ~  F X = 1 0 0 0 0  
* I N S F R T r D H A R o 6 4 6  
+ INSERTrDYARo766  

C 
C 3 1 V I O t  F X  OUT OF KDCG MATWIX 
C 

I F ( N L V I G o E O o 0 )  GO TO 621 

DO 900 K K = l r 1 4 4  
K D ( K K ) = K D ( K K ) / F X  

YOC CONT1N;)E 
C 
C COMPUTE 
C T F + A  
C P X P  = U * --- * (KDGG)  9 !J 

C 2*:. 
C 
C WWRE 0 IS A 6 x 1  VECTOR 
C 
C KDGG IS A 12x12  M A T R I X  C ) I V I d c  I N T O  6 x 0  MATi4 lCES 
C 

I F ( I P V T o N E m 1 )  GO T O  621 
C O E F F = D ~ * F / ( ~ O ~ D O * L )  
P X T  = 00000 
00 920 1P1 = 1 - 4  
JPx = 1 
JCNT=O 
IF(IPIoGEo3) GO TO 930 
I L O r l  
1Ii1=-;2 
GO TO 940 

930 1 ~ 0 = 7 3  
IHI=144 

J L O =  I 
JHI=JLO+5 
00 950 K = J L O r J H l  

940 DO 960 1 = I L O r I H l r l 2  
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APPENDIX B 

DMAP ALTERS 

i For Nonlinear Analysis 
I 
i 

NLVdF-BEaM FRAME 
i 
f I D  
j APP OISP 
i SOL 5 * 0  : T I W  5 
i s  NONLINEAR FREF VIBROTIONQ OF 6EAM AND FHAME: STHUCTUHtiS 

ALTER 
GP 3 
CH<PNT 
ALTEY 
AL TEY 
EQtJIV 
CH<PNT 
ALTER 
MCEZ 
CHKPNf 
LAaEL 
EQUIV 
CHKPNT 
COND 
SCE 1 
CHKPNT 
LABEL 
EQUIV 
CHKPhlT 
ALTER 
SMPZ 
ChKPNT 
ALTEi? 
4LTEe 
SETVAL 
SAVE 
LAdEL 
EGlUIV 
EQUIV 
READ 

SAVE 
CHKPNf 
OF P 
SAVE 



I 

, 

CHKW r 
EQUIV 
OSMGl 

CHKPNf 
ADD 
CHKPNT 
EQUIV 
CHKPNT 
COVD 
MC€P 
CHI<PNT 
LAdEL 
EQUIV 
CHYPNT 
CON0 
SCE 1 
CHKPNT 
LABEL 
EQUIV 
C i ; K ? t4 i 
COY0 
SMPl 
CHYPNT 
S H P L  
CHKPNT 
LABEL 
€ Q U I  V 
EQIJ I V 
REPT 
ADD 
ADD 
4L lER 
E N9 A L T E 14 
CENO 

APPENDIX B 
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APPENDIX B 

Nonlinear Vibration Analyais With Differential Stiffness 

-. i ... 

10 YLVOS,BEAM FHAME 
APP OISP 
SOL 1390 
TIME 5 
b NONLINEAR V18RATION MODE WITH DIFFERENTIAL STfrFNESS FOR BEAM 

i FRAY€ STRUCTUHES P AND 
AL fER 
EQUIV 
CnKPNT 
ALTER 
MCEZ 
CHYPNT 
LAHEL 
EQUIV 
CHt<PNf 
C O Y 0  
SCE 1 
CHKPNT 
LABEL 
€ W I V  
CHKPNT 
ALT€H 
SMPZ 
CHKPNT 
ALTER 
AL TE I? 
SETVAL 
SAVE 
LAHFL 
EbUIV 
EQlJ I V 
RE. 4 0  

ALTEH ' 

SOH1 
C H ?,P h( T 
EQIJIV 

CHKPNT 
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EQU I V 
CHflPNT 
COY0 
MCEZ 
CHKPNT 
LAHEL 
EOUIV 
CHKPNT 
CONO 
SCE 1 
CHYPNT 
LA9EL 
€QUIV 
C hKP UT 
CONO 
SMP I 
CHKPNT 
SMPZ 
CHNPhJT 
LASEL 
EQLJI V 
EGttJIV 
M P T  
A i l 0  
900 
ENDALTEQ 
C E W  
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Amplitude Ratio, d = . 

=E 

0.0 

, 

9.0 1.0 2.0 

NASTRAIU 1.0000 1.0889 1.3183 
Ref. 8 1.0000 1.0892 1.3178 
Ref. 9 1.0000 1.0897 1.3229 

TABLE 1. FREQUENCY RATIO OF A HINGED BEAM 

WTRAN I .8944 
Ref. 8 .8944 
Ref. 9 1 -8944 

.9928 1.2401 

.9930 1.2389 

.9937 1.2450 

NASTRAN 
Ref. 8 
Ref. 9 

t I I I I 

I I I I 

.7746 8864 1.1566 

.7746 .8864 1.1543 

.7746 .8874 1.1619 

0.2 

NASTRAN 
Ref. 8 
Ref. 9 

-6325 .7653 1.0666 
-6325 .7649 1.0627 
.6325 .7665 1.0724 

I I 1 I 1 

I I 1 

MASTRAN 
Ref. 8 
Ref. 9 

NASTRAN 
Ref. 8 
Ref. 9 

N4STRAN 
Ref. 8 
Ref. 9 

0.4 

.4472 .6210 .9682 

.4472 .6194 -9617 

.4472 .6225 * 9747 

.0026 .4309 .8586 . 0000 .4236 .8472 . 0000 .4330 .8660 

.7329 

.7105 

.7416 

1 0.6 

i 

0.8 

1.0 

1.2 

3.0 

1.6260 
1.6257 
1.6394 

1.5631 
1.5618 
1.5772 

1.4976 
1.4949 
1.5125 

1.4291 
1.4246 
1.4448 

1.3570 
1.3502 
1.3739 

1.2810 
1.2708 
1.2990 

1.2000 
1.1851 
1.2196 
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Figure 1. Bar coordinate system, showing displacements 
due to bending in the xz plane. 
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Figure 2. Simplified flow diagram for nonlinear vibration analysis. 
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Figure 6. Variation of frequency with axial load for various 
support conditions. 
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~ 7 5  31501 
ON EIGENVECTORS OF MULTIPLE EIGENVALUES OBTAINED IN NASTRAN 

P. R. Pamidi 

and 

W. K. Brown 

Computer Sciences Corporation 
System Sciences Division 

Hampton, Virginia 

SUMMARY 

In the case of non-multiple eigenvalues, each of the three real eigenvalue 
extraction methods available in NASTR4N will, for a given type of normalization, 
give essentially the same.eigenvectors. However, this is not so in the case of 
multiple eigenvalues. This apparent discrepancy is explained and illustrated 
by considering the example of a NASTRAN demonstration problem that has both 
multiple and non-multiple eigenvalues. 

INTRODUCTION 

The NASTRAN program provides three basic methods for real eigenvalue ex- 
traction. In each of these methods, the eigenvectors obtained can be normalized 
in three different ways (see Appendix). 

In the case of non-multiple eigenvalues, each of the three extraction me- 
thods will, for a given typ? of normalization, give essentially the same eigen- 
vectors. However, in the case of multiple eigenvalues, the three extraction 
methods will, in general, give different eigenvectors even though they may em- 
ploy the same type of normalization. Furthermore, in this case (of multiple 
eigenvalues), even a given method using a given type of normalltation may yield 
different eigenvectors under different conditions (e.g., different frequency 
limits on the EIGR bulk data card) [l]I. This discrepancy may seem disturbifrg, 
but it i s  explained in this paper where it is shown that the different eigen- 
vectors corresponding to mu1 tiple eigenvalues obtained by different methods and 
under different conditions have certain definite relationships among them and 

- 

I Numbers in brackets indicate References given at the end of the paper. 
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that  these relationshlps dt$end on the number of arb i t rary  constants that  are 
inherently assumed i n  the computation o f  eigenvectors. This i s  i l l us t ra ted  by 
considering the example o f  a NASTRAN demonstration pmblem that  has both m u l t ' ~  
p le  and non-mu1 t i p l e  eigenvalues. 

THEORETICAL BACKGROUND 

The basic eigenvalue problem solved i n  NASTRAN can be formulated as 

[Kaa - A  Ma,] { X I  0 

where Kaa and Maa are respectively the st i f fness and mass matrices (both o f  
which are real  and synmnetric) referred t o  the analysis set [2], X i s  a scalar 
quantity, and {XI i s  a column vector that comprises a l l  the degrees of freedom 
i n  the analysis set. Non-tr ivial st'utions for {XI i n  the above equation are 
ossible i f  and only i f  the resultant matrix wi th in  the brackets i s  singular E 3,4]. The values o f  that  sat is fy  th i s  condition represent the required 

eigenvalues 

Let XI1 be one o f  the eigenvalues o f  Equation (1). The eigenvector cor- 
responding to  th i s  eigenvalue can be obtained from the equation by substi tut ing 
A = XI1 and solving f o r  {XI. We thus have 

where {xlI1 i s  the required eigenvector. 

ponents o f  {xi. Equation (2) can then be rewrit ten as 
Let n be the order of the problem and l e t  xl, x2, x3, ..... , x,, be the com- 

n 
cij x j  = 0 , i = 1,2,3 ,...... , n 

j=l 
(3)  

where C 

Equation (3) represents a system o f  n l inear  equations i n  n unknowns. 
However, not a l l  of these n equations are independent. The exact number o f  in-  
dependent equations depends on the m u l t i p l i c i t y  o f  the eigenvalue XQ. I f  s 
( 1 c s L n )  i s  the mu l t i p l i c i t y  o f  XQ , then i t  can be shown that  the rank o f  the 
resultant matrix i n  Equation (2) i s  (n-s) [3,4]. The number o f  independent 
equations i n  (3) i s  also, therefore, (n-s). Their solut ion thus involves s 
arb i t rary  constants The to ta l  number of eigenvectors available i s  therefore 
equal t o  aso However, i t  can be shown that the number o f  l i near ly  independent 
eigenvectors I s  only s [4J. 

are constants that  depend on Kaa, Maa, and XI1. 
i j  
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Depending on the mu l t i p l i c i t y  s, i t  i s  useful t o  dist inguish between the 
following two cases: 

Lase [a) Non-multiple Eigenvalues (s = 1) 

I n  th is  case, (n - 1) of the n equations i n  (3) are independent and the i r  
solut ion involves a single arb i t rary  constant. An i n f i n i t e  number o f  eigen- 
vectors are thus available. However, the important thing t o  note here i s  that  
the re la t i ve  values of the eigenvector components remain invariant. 

Case (b) Mult iple Eigenvalues ( l<Sn)  

In  th i s  case, the number o f  independent equations i n  (3)  i s  equal t o  (n - s) 
and the i r  solut ion involves s arb i t rary  constants. In  contrast t o  the case o f  
non-multiple eigenvalues, the most important thing t o  note i n  th i s  case f s  that  
the re la t i ve  values of the eigenvector components are not invariant, but depend 
on the re la t i ve  values o f  the involved constants themsaes. Also, i t  i s  clear 
that  the solut ion space in t h i s  case i s  much larger than i n  the case o f  non- 
mu1 t i p l e  eigenvalues. 

EIGENVECTOR COMPUTATION I N  NASTRAN 

The exact procedure f o r  eigenvector computation i n  NASTRAN depends or? the 
method used for eigenvalue extraction and i s  described i n  deta i l  i n  the Theo- 
re t i ca l  Manual [ Z ] .  Thus, i n  the Inverse power method, t r i a l  eigenvectors are 
assumed and i terated u n t i l  convergence occurs. I n  the Determinant method, 
eigenvectors are computed by the method o f  backward substi tut ion a f te r  each o f  
the corresponding eigenvalues has been calculated. I n  the Givens method, a l l  
the eigenvalues are f i r s t  obtained and then the required number o f  eigenvectors 
i s  computed by repeated use of backward substitution. 

The orthogonality o f  eigenvectors o f  closely spaced eigenvalues i s  guar- 
anteed by the procedure employed i n  the Inverse power method. NASTRAN employs 
the Gram-Schmidt iwthogonal i t a t i o n  procedure [4] f o r  the purpose i n  the case o f  
the Determinant and Givens methods. 

Whatever the method employed, the eigenvectors obtained a1 1 exhib i t  the 
characteristics described i n  the previous section and also involve the inherent 
use o f  one or  more arb i t rary  constants. I n  general, f o r  a given mode, the in- 
volved constants fo r  the computation of the corresponding eigenvector w i l l  not 
be the same i n  a l l  the three methods. It should also be noted tha t  the user has 
no control whatever on the selection o r  the choice o f  these constants. 
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EXAMPLt 

To i l l u s t r a t e  the points made i n  the paper, we consider the problem o f  the 
v ibrat ion o f  a square p la te w i th  hinged supports a t  a l l  the tour  edges. (This 
i s  the same as NASTRAN Demonstration Problem 3-1. See Reference 5 f o r  detai ls.) 

The f i n i t e  element model employed i s  shown i n  Figure 1. Only h a l f  the 
p la te has been modelled and symnetric boundarv conditions used on the center- l ine 
i n  order t o  reduce the order o f  the problem 6:. well as the bandwidth. 

The parameters o f  the model are as follows: 

Length 

Width 

Thickness 

Young's modulus = E = 2.06843 x 10l1 N/m2 (3.0 x 10 ps i )  

= R = 508.0 mn (20.0 in.) 

= w = 508.0 mn (20.0 in.) 

= t = 25.4 nun (1.0 in.) 
7 

Poisson's r a t i o  = v = 0 3 

Mass density = p = 2.20193 x lo9 Kg/m3 (206.04393 lb.-sec 2 4  / in. ) 

The eigenvaSues and eigenvectors f o r  the f i r s t  s<x  n,odes of the model were 
obtained by the Inverse power and Determinant methods.2 For each method, four 
separate runs were made w i th  diffe:,*ent eigenvalue extract ion data. The detai led 
data f o r  a l l  the eight runs are given i n  Table 1. Since the number o f  degrees 
o f  freedom i n  the analysis set (or  a-set) i n  t h i s  problem i s  as large as 593 
and on:y the f i r s t  few modes *'!re required f o r  the purpose of the present paper, 
the Givens method was considL ' ed unsuitable. 

The eigewalues and natural frequencies obtained i n  the e ight  runs (as wel l  
as the corresponding theoret ical  volues [6]) are presented i n  Table 2. It can 
be seen from t h i s  that  the t h i r d  dnd four th  modes together represent an cigen- 
value o f  m u l t i p l i c i t y  two, t ha t  i s ,  a double root. The other modes y i e l d  .now 
mu1 t i p l e  eigenvalues.3 

Tables 3 through 7 present, f o r  the f i r s t  s i x  modes, the eigenvector com- 
ponents corresponding t o  the ve r t i ca l  displacements a t  points 111 through 121 
(along the l i n e  AB i n  Figure 1). The resul ts  f o r  the t h i r d  and four th  modes, 
which represent a mul t ip le  ei92nvalue, are included together i n  Table 5. 

The runs were made on the CDC computer using an improved version o f  the 15.5 
leve l  o f  NASTRAN. 

I t  i s  t rue that  no conclusions can be drawn from Table 2 regardjng the mul t i -  
p l i c i t v  o f  the eigenvalue f o r  the s i x t h  mode because i n  gcneral, a t  least  
(m + 1) igenvalucs must be obtained before one can examine the multiplicity 
o f  the meh eigenvalue. However, i n  the present problem, the non-mult ip l ic i ty 
o f  the s i x t h  eigenvalue was confirmed from addi t ional  runs wi th  more than si,: 
eigenvalues. 
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An examination of Table 3 (corresponding t o  the non-multiple eigenvalue o f  

(Actually, the resul ts  f o r  a l l  the runs except Run 3 are 
the f i r s t  mode) reveals tha t  the eigenvector components f o r  a l l  the runs are 
essent ia l ly  the same. 
identical.  The extremely small differences between the resul ts  o f  Run 3 and 
those of others are so inconsequential as t o  be p r a c t i c a l l y  meaningless.) The 
resul ts thus show tha t  they are essent ia l ly  unaffected by differences i n  the 
eigenvalue extract ion data. 

Tables 4, 6 and 7 (corresponding t o  the non-multiple eigenvalues o f  the 
second, f i f t h  and s i x t h  modes respectively) need some explanation. Note tha t  
a l l  the eigenvector cmponents given i n  these three tables are extremely small 
i n  magnitude. Actually, the corresponding theoret ical  values are a l l  zero 161. 
For a l l  pract ica l  purposes, the differences among the various runs i n  these 
tables can, therefore, be considered as qui te  ins ign i f icant .  

modes) i s  interesting. It can be seen t h a t  the resu l t s  given by the runs em- 
ploying the Determinant method are essent ia l ly  the same and tha t  they are 
essent ia l ly  unaffected by differences i n  the eigenvalue extract ion data. The 
same thing i s  not wholly t rue f o r  the runs employing the Inverse power method 
because s l i g h t  variat ions are noticeable among some o f  them. 
nection, i t  should be emphasized tha t  the association of a pa r t i cu la r  eigen- 
vector w i th  a par t icu lar  mode number i n  t h i s  tab le i s  i r re levan t  because the 
numberinq o f  the modes for t h i s i p l e  eigenvalue i s  completely arbi t rary.)  
The most important po int  t o  note i n  t h i s  table, however, i s  t ha t  the eigen- 
vectors given by the Inverse power method are completely d i f f e r e n t  from those 
given by the Determinant method. A t  f i r s t  sight, t h i s  discrepancy i n  the 
resul ts  may seem disturbing. However, i t  can be explained from a theoretical 
viewpoint and the discrepant. may be shown t o  be apparent and not real .  

Table 5 (corresponding t o  the mul t ip le  eigenvalue of the t h i r d  and four th  

( I n  t h i s  con- 

Now, since the t h i r d  and fourth modes involve a mu l t i p le  eigenvalue of 
order two, i t  fol lows from the theory presented e a r l i e r  t h a t  t h e i r  eigenvectors 
involve two a rb i t ra ry  constants i n  them and tha t  the r e l a t i v e  values o f  the 
eigenvector components depend upon the r e l a t i v e  values o f  these two constants. 
The differences among the various eigenvectors shown i n  Table 5 are therefere 
c lear ly  due t o  the fact  that  they represent d i f f e r e n t  r e l a t i v e  values of the 
two i nvol ved constants . 

The theory also shows that, i n  the case o f  a mu l t i p le  eigenvalue o f  order 
two, the t o t a l  number o f  eigenvectors possible i s  doubly i n f i n j t e .  The solu- 
t i o n  space i s  thus much larger than i n  the case o f  non-multiple eigenvalues. 
The theory fur ther  shows tha t  the number o f  independent eigenvectors i n  t h i s  
case i s  only two. This means that every eigenvector i n  the solut ion f i e l d  C3i1 
be obtained by t9e l i nea r  combination o f  any two eigenvectors tha t  are them- 
selves l i n e a r l y  independent. This can be shown t o  be t rue  i n  the case of the 
eigenvectors given i n  Table 5. 
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Let  {xIij represent any eigenvector i n  Table 5 where i denotes the mode 
number and j denotes the run number. It can be seen from the table tha t  there 
are several eigenvectors tha t  are ident ica l  and, therefore, 1 inear ly dependent. 
One such set, f o r  instance, i s  given by the eigenvectors &I,, and (~142. 
Another such set  i s  given by {x13* and Yet another such example i s  the 
set comprising { x ) ~ ~ ,  {XI369 {x}37 and iX138' A fourth such set i s  given by 

Od46S {x147 and {x148* 

are c lear ly  l i nea r l y  independent. It can be shown that  every eigenvector i n  
Table 5 can be obtained as a sui table l i nea r  combination o f  these two eigen- 
vectors. Simple algebra shows that, f o r  instance, the eigenvector {%J3* i n  
Table 5 can be obtained from these two independent eigenvectors by the following 
(approximate) relat ionship: 

As an example, consider the eigenvectors {XI36 and {XI&- i n  Table 5 which 

Similarly, i t  can be shown tha t  the fo l lowing (approximate) relat ionship 
can be used t o  obtain the eigenvector {x134 f r o m  {XI36 and {x)46: 

= 0.9850979{X)36 - 0.1914862{~)46 (5) 

I n  a l i k e  manner, s imi lar  l i nea r  relat ionships can be shown t o  e x i s t  be- 
tween any eigenvector and any two l i nea r l y  independent eigenvectors i n  Table 5. 

The above discussion and relat ionships c lear ly  show tha t  the discrepancy 
i n  the resul ts  presented i n  Table 5 i s  thus only apparent and not real .  

It i s  in terest ing t o  note that  the p la te problem considered i n  t h i s  
-uample y ie lds  mul t ip le  roots a t  many higher modes also. Thus, f o r  instance, 
modes 9 and 10 represent a double root. So do modes 12 and 13. Results simi- 
l a r  t o  the above can be expected t o  occur i n  these cases also. 

CONCLUSIONS 

NASTRAN provides three basic methods f o r  rea l  eigenvalue extraction. I n  
the case o f  non-multiple eigenvalues, each o f  these three methods w i l l ,  f o r  a 
given type o f  normalization, give essent ia l ly  the same eigenvectors. However, 
t h i s  i s  not so i n  the case o f  mul t ip le  eigenvalues. This al;?arent discrepancy 
has been explained and i l l u s t r a t e d  by considering the example o f  a NASTRAN de- 
monstration problem that has both mu1 t i p l e  and non-mu1 t i p l e  eigenvalues. 
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APPEND1 X 

The NASTRAN program provides three basic methods f o r  real  eigenvalue ex- 

The Inverse power method, 

The Determinant method, and, 

The Givens (or Tridiagonal) method. 

i 
i : traction. These are: 

1 1) 

! 2) I 

3) 

i 

The Inverse power and Determinant methods are "tracking" methods and as 
such are e f f i c ien t  i n  those cases where only a few o f  many eigenvalues are de- 

' sired. On the other hand, the Givens method i s  a transformation method that  i s  
e f f i c i en t  only i n  those cases where a l l  eigenvalues o r  a high proportion of a l l  
eigenvalues are required 121. 

i 
i i n  any one o f  three d i f ferent  ways. The three types o f  normalization (NBRMS) 
i available are [l]: 
t 
f a) 

I n  each o f  the three methods, the eigenvectors obtained can be normalized 

normalizing t o  un i t  value o f  the generalized mass (MASS), 

1 b) 

q c )  
i 

normalizing t o  un i t  value o f  the largest component i n  the analysis set 
(MAX), and, 

normalizing t o  un i t  value o f  a specified component i n  the analysis set 
(P0INT). 

i 
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Table 2. Eigenvalues and Natural Frequencies 

-- 
NASTRAN results 

(Runs 1 through 8 --- See Table 1) 

(rad/sec)2 

Theoretical values 
(Reference 6) Mode 

no. 
Eigenval ues 
(rad/sec)2 

Natural frequencies 

( H 4  

la 3.237408E+01 I 9.055634E-01 9.068997E-01 

2.022407E+02 I 2.263364EMO 

3a 8.11 1597E+02 I 4.532870E+00 8.11 7425E+02 

4b 8.1 1 1 597E+02 1 4.532870E+00 8.11 7425E+02 

5c 1 .352052E+03 I 5.8521 69E+00 1.371 845E+03 

7.724066E+00 I 
i 2.355330E+03 

f 

c 

a Obtiined by a l l  runs. 

Obtained by a l l  runs except Runs 1 and 5. 

Obtained by Runs 3, 4, 7 and 8. 

Obtained only by Runs 4 and 8. 
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Run 7 

* 
Table 6. Eigenvector Components Corresponding t o  Vert ical  DisplclcLments f o r  Mode ' 

Run 8 

Natural frequency = 5.8521E9E+00 H t  2 Eigenvalue = 1.352052E+03 (rad/sec) 

Grid point  
(see Figure 1) 

111 

i 1 2  

113 

114 

115 

116 

117 

118 

119 

120 

121 

Run 3 

-5.699912E-07 

-6.0801 92E-07 

-7.11 3474E-07 

-8.501 14OE-07 

-9.82041 1E-07 

-1.061947E-06 

-1.052001E-06 

-9.304697E-07 

-6.970452E-07 

-3.735721 E-07 

0.0 

Run 4 

-1.843495E-06 

-1 .758002E-06 

-1 .517318E-06 

-1.165451 E-06 

-7.652404E-07 

-3.849968E-07 

-8.408051 E-08 

9.946076E-08 

1.565069E-07 

1.080931 E-07 

0.0 

Inverse power method 

-2.183520E- 12 

-2.089282E-12 

-1.7719VE- I 2 

-1.135621E-12 

-2.059582E- 1 3 

7,125514E-13 

1.267204E-12 

1.520344E-12 

1.396781 E-12 

8.6581 3 ~ - 1 3  

0.0 

-7.426551 t- 1 2 

-6.985661 F-12 

1 -5.644270E-12 

1 -?.5Q????E-12 

~ -8.178176E-13 

I 

I 

I 

I 

I 

3.572532E-12 

4.248741E-12 

3.669778E- 1 2 

2.1 1121 2E-12 

0.0 

De t e n i  nan t method 

I 

See note given under Tdble 3. 
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* 
Table 7. Eigenvector Components Corresponding to Vertical 3isplacements for Mode 6 

Eigenvalue = 2.355330 (rad/sec)2 Natural frequency = 7.724066E+00 Hz 

Grid point 
(see Figure 1 )  

111 

112 

113 

114 

115 

116 

117 

118 

119 

120 

121 

Run 4 

-4.899823E-10 

-4.359024E-10 

-2.854791 E- 10 

-7.157563E-11 

1 .590946E- 10 

3.561466E-10 

4.764730E-10 

4.937036E-10 

4.039232E-10 

2.265359E-10 

0.0 
~~ 

Inverse power method 

Run 8 

-6.518056E-12 

-5.832685E-12 

-3.934395E- 12 

-1.252190E-12 

1.593764E-12 

3.982927E-12 

5.41 4795E-12 

5.612997E-12 

4.588831E-12 

2.571 805E- 1 2 

0.0 

I 

See note given under Table 3. 
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Hinged support 

2 2  1 2 3 1  - 

8 = 508 mn (20 in.)  

i 

Symne t ri c 
boundary 

Hinged 
support 

1 1 1  

Hinged support 
I 

o Grid Points 
0 Elements 1 = 254 mn (10 in . )  F 

Finite element model o f  square plate in the Example. Figure 1. 
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THE EFFECTS OF LOCALIZED DAMPING ON STRUCTURAL RESPONSE 

9. H. Merchant, R. 1:. Gates, 
Boeing Aerospace Company 

M. W. Ice, and J. W. VanDerlinden 
Boeii;g Computer Services, Inc. 

SUMMARY 

The e f f e c t  of local ized s t r u c t u r a l  damping on the  e x c i t a b i l i t y  of 
higher order normal modes of the  Large Space Telescope is investigated.  
A preprocessor corn.* iter program was developed t o  incorporate Voigt 
s t r u c t u r a l  j o i n t  damping models in a NASTRAN finite-element dynamic model. 
A postprocessor computer program waR developed t o  select c r i t i c a l  modes 
f o r  (1) low-frequency at t i tude-control  problems and f o r  (2) higher 
frequency f ine-s tab i l iza t ion  problems. The mode se l ec t ion  is accomplished 
by ranking the f l ex ib l e  modes based on (1) coef f ic ien ts  for rate gyro, 
posi t ion gyro, and op t i ca l  sensors and on (2) image-plane motions due t o  
s inusoidal  o r  radom power spectral densiky force and torque inputs. 

INTRODUCTION 

The presence of dis t r ibu ted  damping i n  spacecraf t  s t ruc tures  may 
s ign i f i can t ly  a f f e c t  the  predicted dynamic response of higher order normal 
modes. 
methodology framework f o r  evaluating the e f f e c t s  of dis t r ibu ted  s t r u c t u r a l  

; damping on spacecraf t  s t ructures .  Ident i f ica t ion  of po ten t ia l  l imi ta t ions  
i n  the conventional use of uncoupled normal modes f o r  s t r u c t u r a l  dynamic 
response analyses has resul ted f n m  the  appl icat ion of t h i s  methodology 
t o  the Large Space Telescope (LSl, control  system design (reference 1). 

The purpose of t h i s  study was t o  develop and implement a general 

The methodology is concerned with two general aspects:  (1) including 
d is t r ibu ted  damping in a finite-element s t r x t u r a l  model and (2) se lec t ing  
c r i t i c a l  modes f o r  subsequent dynamic analyses and assessing the e f f ec t<  
of modal  veloci ty  coupling. 
i n  a NASTRAN s t r u c t u r a l  model was developed and implemented in  a prep%;essor 
computer program used t o  generate the required NASTRAN BULK DATA. 
computer program was developed f o r  convenience in  preparing NASTRAN input,  
and its use is sLr i c t ly  optional.  
and assessing modal coupling was dcveloped and implemented i n  a post- 
p r c x e s s ~ r  cc?EFuter program. 
control  and f ine-s tab i l iza t ion  problems was accomplished using a de ta i led  
LST NASTRAN s t r u c t u r a l  model. Qual i ta t ive r e s u l t s  atid conclusions of the 
present study a r e  discussed. 

Methodology f n r  modeling d is t r ibu ted  damp’rg 

This 

Methodology fo r  se lec t ing  c r i t i c a l  modes 

Application 4 ’ t h i s  methodology t o  t h e  :,ST 
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STRUCTURAL JOINT MODELING 

Structural damping is comprised of both material (hysteretic) damping 
and energy dissipation in structural joints. 
represented in linear dynamic response analyses by uncoupled modal 
viscous damping ratios (C). Energy dissipation in structural joints is 
a nonlinear function of many parameters (references 2, 3, 4, 5, and 6). 
However, this phenomenon must also be represented by linear models 
so that linear analysis techniques may be used. 
have been used to describe the frequency-dependent effects of distributed 
joint damping: 
anelastic model, referred to as the Maxwell model, has been identified in the 
literature (references 2, 4, 5, 6, and 7) as a feasible model for repre- 
senting hysterrtic damping in materials. 
and joiat supporting a single mass, the Maxwell and Voigt models are 
essentially equivaient. 
than the three-parameter Maxwell model, the Voigt model is used in the 
application to the LST control and vibration studies. 

Material damping may be 

Two linear joint models 

the Maxwell model and the Voigt model. The three-parameter 

For a massless structural element 

Since the two-parameter Voigt model is simpler 

The two-parameter Voigt unit, shown schematically in Figure 1, consists 
It is the simplest complex- of a spring in parallel with a viscous damper. 

notation model and possesses hysteretic properties characteristic of 
damping in materials and structural joints. 
the equivalent damping and stiffness coefficients (C 
Voigt model, in series with a spring, are functions 
tural parameters (K,Kv,C) and of the forcing frequency (6): 

For sinusoidal excitation, 
and KT) for the 
0th of the struc- 

KKv(K+Kv) + C2fi2K 
( K + K ~ ) ~  + C * B ~  % =  

These coefficients are determined for the single degree-of-freedom system 
shown in Figure 1 using Laplace transforms. 

For very low frequencies, 

K 

Equation ( 4 )  indicates that, at very l o w  frequencies, the total Voigt 
joint/member stiffness coefficient i. 
spring arrangemeut . qe static stiffness of the series 
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For very high frequencies, 

CT(Blm) - 0 

$(e-) = K 

I 

i 

1 ef fec t ive ly  becomes r ig id ;  thus, the  t o t a l  Voigt joint/member damping 
icoef f ic ien t  is zero and the  t o t a l  s t i f f n e s s  c r e f f i c i e n t  is the member 
i s t i f fnes s .  
f 

Equations (5) and (6) indicate  tha t  a t  very high frequencies the damper 

A preprocessor computer program w a s  wr i t ten  t o  implement t h i s  
imethodology by adding s t r u c t u r a l  j o i n t  models t o  a NASTRAN finite-element 
: s t r u c t u r a l  model. The preprocessor modifies the  input data f o r  a conven- 
t i o n a l  finite-element s t r u c t u r a l  model and generates addi t ional  inputs 
necessary t o  incor?orate the Voigt j o i n t  damping model a t  the  ends of 

: spec i f ied  BAR CI- ROD elements. 
are modeled with the  NA5TRAN linear viscous damping element (VEX). 

tThe preprocessor is presently l imited t o  incorporating j o i n t  damping a t  
, t h e  ends of BAR and ROD elements defined i n  a rectangular coordinate 

The damping cha rac t e r i s t i c s  of the  j o i n t s  

sys  tem. 
t 
L 

Schematics of NASTRAN BAR and ROD elements with j o i n t  damping models 
included a t  one end are shown i n  Figure 2. The o r ig ina l  element lies 
between gridpoints a and b. When the  user requests a j o i n t  damping 
model t o  be included a t  gridpoint a, the  preprocessor es tab l i shes  the  
model as follows: 

a. 

b. 

C. 

d. 

e. 

Gridpoint c is introduced on the BAR (ROD) axis a t  a specif ied 
dis tance from gridpoint a. 

Propertfes of the  BAR (ROD) between gridpoints a and c are 
a l t e r ed  as specif ied,  e i t h e r  by d i r e c t  input o r  by defaul t  
values, t o  provide desired s t i f f n e s s  charac te r i s t ics .  

For a BAR element, gr idpoints  e and f a-e es tabl ished such tha t  
gridpoints a, b, e and f form an orthogonal axis system a t  
gridpoint a. Gridpoint e is i n  plane 1 of the BAR element, and 
gridpoint f is i n  plane 2. 
gridpoints c, e and f are ident ica l .  

The distances from gridpoint a t o  

Viscous damping (VISC) elements (m, n and p) with desired 
propert ies  are inser ted between gridpoints a and c, a and e, and 
a and f f o r  a BAR element and between a a d  c only fo r  a ROD 
element. The VISC e l e m n t s  used with BAR and ROD elements may 
have t r ans l a t iona l  damping components, i n  addi t ion t o  the ro ta t iona l  
components, only when the VISC element axis is aligned with an' 
ax is  of the displacement coordinate system. 

For a BAR element, gridpoints e and f are multipoint-constrained 
t o  gridpoint c. 
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The VISC element provides damping along its axis and i n  torsion about 
its axis. Therefore, for  a BAR element, three VISC elements are required 
at  each gridpoint t o  provide damping of a l l  six degrees of freedom. 
The locations of gridpoints e and f i n  Figure 2(a) are calculated, i n  
the rectangular coordinate system, by vector analysis. 

Default values are automatically specified by the preprocessor fo r  the 
NASTRAN data describing the s t ruc tu ra l  jo in ts .  
j o in t  length r e s u l t s  in a j o i n t  member whose length is ten percent of the  
or ig ina l  element length. 
moments of i n e r t i a ,  and torsional constant are calculated t o  give a ten 
percent reduction in axial, bending, and tors iona l  s t i f fnes ses  for  a 
cantilever beam. This s t i f f n e s s  reduction r e s u l t s  in  a f i v e  percent 
reduction in the f i r s t  resonant frequency f o r  a massless cantilever beam 
with a concenrrated mass a t  the t i p .  The five percent frequency reduction 
is consistent with the  lower values measured from actual hardware compared 
with values predicted from standard finite-element analysis techniques. 

The default  value specifying 

The default  values spec i f i ing  j o i n t  member area, 

The VISC elements and parameters chosen to define the  j o i n t  damping 
charac te r i s t ics  must r e su l t  in a physical dampin8 matrix which satisfies 
kinematic compatibility. 
matrix are represented by 

The compatibility re la t ions  f o r  the  damping 

where [BGG] is the NASTRAN viscous damping matrix in physical coordinates, 
and€%) is an a rb i t r a ry  vector of rigid-body t rans la t ions  and rotations. 
Equation (7) ensures tha t  no damping forces are generated by rigid-body 
motions. With regard t o  kinematic compatibility, the NASTRAN VISC damping 
element is limited t o  two applications: 

With t rans la t iona l  damping, the compatibility re la t ions  are 
s a t i s f i e d  only when the axis of the VISC element is aligned 
with an axis of the  displacement coordinate system. 

b. Without t rans la t iona l  damping, the compatibility r e l a t ions  
involving only ro ta t iona l  damping are s a t i s f i e d  f o r  any 
or ien ta t ion  of the VISC element. 

For the general case of an a r b i t r a r i l v  oriented element having both 
t rans la t iona l  and ro ta t iona l  damping components, the present NASTRAN VIsc 
element does not provide the t rans la t ion  / ro ta t ion  damping coupling 
terms required by Equation (7). 
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MODE SELECTION 

Critical mode se lec t ion  is accomplished by the  postprocessor computer 
program using s t r u c t u r a l  dynamic charac te r i s t ics ,  including the coupled 
modal damping matrix, obtained from the  NASTRAN restart tape. 
calculat ion of the modal damping matrix is accomplished with DAMP ALTER 
stateamts in  the NASTRAN EXECUTIVE CONTROL deck. The postprocessor has 
two major options. It w i l l  select c r i t i c a l  modes f o r  (1) low-frequency 
control  problems involving s inusoidal  analysis  and (2) higher frequency 
f ine-s tabi l izat ion problems involving e i t h e r  s inusoidal  o r  random vibrat ion 
analysis.  The methodology determines the  cri t ical  normal modes in the  
low-frequency control  r a g e  by comparing control-system coef f ic ien ts  
associated with op t i ca l  sensors as w e l l  as with rate and posi t ion gyro 
sensors. In  the higher frequency f ine-s tabi l izat ion range, the  methodology 
determines the c r i t i c a l  normal modes by estimating the image-plane motion 
due t o  specif ied s inusoidal  o r  random power spectral density (PSD) force 
and torque inputs. 
the  diagonal terms of the  coupled modal damping matrix. 
of the  neglected damping coupling terms is therefore  evaluated numerically 
i n  a separate series of calculations.  
d i f f e ren t  systems of un i t s  is  a l s o  avai lable;  the  postprocessor input 

-second system or FSS (foot- may be provided i n  the  inch- - 
slug-second) system and the output can be converted to  the  FSS or  MKS 
(meter-kilogram-second) system. The general logic  flow of the post- 
processor is shown i n  Figure 3. 

The WTRAN 

These calculat ions f o r  ranking the modes use only 
The s ignif icance 

The capabi l i ty  t o  convert between 

pound. second2 
inch 

Low-Frequency Control Cption 

For the control  option, the postprocessor reads the following 
s t ruc tu ra l  dynamic cha rac t e r i s t i c s  from the  NASTRAN checkpoint/restart  
tape : 

[I#] the  matrix of mode sltapes fo r  selected modes and freedoms 

{MI the  matrix of generalized masses fo r  selected modes 

[D] the  matrix of generalized coupled modal dampiiig terms fo r  
selected modes 

(w) the  matrix of modal frequencies f o r  selected modes 

? 

I 

The op t i ca l  amplificatton matrix, [Bo] , and gr id  I.D.’s of image t r a i n  
components are input t o  the postprocessor by punched cards. The o p t i c a l  
amplification matrix describes the  three t rans la t ions  of the image plane 
i n  terms of physical t rans la t ions  and ro ta t ions  of the image t r a i n  
components. 
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The coupled model damping matrix is calculated by applying the  modal 
transformation t o  the viscous damping matrix [BGG] generated by NASTRAN 
i n  physical coordinates 

i 
i 

i 
[Dl =[$lTIBGGI 141 =[Btll=l i 

1 

i 
The DMAP ALTER statements used t o  ca lcu la te  and output the coupled 
damping matrix are included i n  the EXECUTIVE CONTROL deck as shown i n  
Table 1. 

i 

Equivalent modal viscous damping (5,) is calculated from the  coupled 
modal darmpicg matrix as follows: 

D i i  
'i 2 mi Mi 

Rate o r  posit ion coef f ic ien ts  f o r  each requested mode are calculated f o r  
the  selected freedoms and image plane motions as follows: 

3 0 1 4 , j  $3024, _i R(3014, 3O24lj = 
(25 M j  

'$3014.1 '3022,j P(3014, 3022), = 

where R and P denote rate and posi t ion coef f ic ien ts ,  respectively.  
point freedoms fo r  the input point and response point are specif ied i n  
parentheses. 
specif ied a t  the gridpoint indicated by the  precedir,; d i g i t s .  
P(3014, 3022)j requests a posi t ion coef f ic ien t  t o  be calculated f o r  the 
j t h  mode a t  gridpoint 302 i n  the freedom 2(y) direct ion due t o  a un i t  
s inusoidal  torque at gridpoint 301 i n  the freedom 4 (e,) direct ion.  
three-comporrent vector of displacement response a t  the image plane due t o  
a uni t  sinuaoidal torque a t  gridpoint 301 i n  the freedom 4 (e,) di rec t ion  
is calculated as shown i n  Equation (12). 
f o r  a l l  selected modes are ranked and l i s t e d  along with t h e i r  mode numbers 
and f requencies. 

Grid- 

The last d i g i t  of each I.D.  is the input o r  output freedom 
For example, 

The 

Posit ion and rate coef f ic ien ts  
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High-Frequency Fine-Stabilization Option 

For the fine-stabilization option, as with the low-frequency control 
jption, the structural dynamic characteristics [ $1, 
ielected modes and freedoms are read from the NASTRAN checkpoint/restart 
:ape, and the optical amplification matrix [Bo] and grid I.D.'s of the 
Lmage train components are input by cards. 
tamping coefficients are calculated using Equation (9). 

, [D] and{#} for 

Equitalent modal viscous 

The inouts m i a w  to this option are tables of sinusoidal peak or PSD 
iorce and torque levels versus frequency which are used in the sinusoidal 
br random analyses, respectively. 
:he sinusoidal force and torque inputs are not well defined, the generalized 
force for the jth mode Fj is represented by 

Since the phase relationships among 

rhere $F is the jth mode shape at the ith Forced freedom,and 
ji 
Fi is the peak force (or torque) of the ith forced freedom 

at the jth mode frequency 

h e  aodal displacement at resonance q for the jth mode is 

'hysical displacements corresponding to the optical train components for 
:he jth mode are 

B 
j corresponding to the optic train components. 

rhere 

'hysical displacements of the image at the focal plane for the jth mode are 

{$  }is the jth mode shape vector at the response freedoms 

Ls previously noted, the optical amplification matrix, (B 1, describes 
:hree translations of the image plane in terms of physica? translations 
ind rotations of the image train components. 
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For random force (or torque) inputs ,  the RMS modal displacemeats fo r  the  
jth mode are 

and S (f ) is the  input force (torque) power spectrum a t  the 
i t h  input freedom f o r  frequency f J 

Fi j 

The individual input force  PSD's, defined with frequency ( f )  i n  Hz, 
are assumed approximately constant within f 2 0 t j f j  of the  jth modal 
frequency. 
the RMS modal displacement f o r  a constant PSD. 
so t ha t  [Sp(f j ) ]  is a diagonal matrix constructed, fo r  each frequency, 
from one value of force PSD and one value of torque PSD. 

This frequency band accounts f o r  approximately 98 percent of 
No cross-spectra are assumed 

Equations (15) and (16) a r e  then used t o  ca lcu la te  RMS values of physical 
displacements (XB) and displacements of the  image a t  the focal  plane (x ) 
f o r  each mode. 
along with t h e i r  mode numbers and frequencies . These calculated RMS displacements are ranked and l iste A 

The degree of modal veloci ty  coupling is calculated as the r a t i o  
of coupled t o  uncoupled response f o r  a l l  modes having poten t ia l ly  
s ign i f i can t  coupling. 
inb both the r e l a t i v e  magnitudes of each pa i r  of off-diagonal and 
diagonal damping terms and the  proximity of the  modal frequencies corres- 
ponding t o  these pa i r s  of damping terms. To assess the degree of modal 
veloci ty  coupling, the r a t i o  of coupled response t o  uncoupled response 
is calculated and output fo r  a l l  modes selected as having poten t ia l ly  
s ign i f icant  coupling. 
using the admittance matrix a t  the resonant frequency and uni t  forces 
applied a t  selected gr idpoints  . 

These modes are iden t i f i ed  by numerically consider- 

The ccupled response is calculated fo r  each mode 

LST STRUCTURAL MODEL 

The basic  LST s t ruc tu ra l  dynamics model (Model 1) includes detai led *deli28 
of the Support Systems Module (SSM), the  Orbital. Telescope Assembly/Science 
Instruments (OTAISI) and four deployed appendages. Table 2 shows the 
detai led breakdown i n t o  numbers of gr idpoints ,  s t ruc tu ra l  elements, and 
dynamic degrees of freedom for t h e  various substructures comprising the 
complete s t ruc tu ra l  dynamic model. 
connections and gridpoint ident i f ica t ions  fo r  the SSM and OTAfSI s t ruc tu ra l  
dynamic models a r e  shown i n  Figures 4 and 5 ,  respectively.  

The gr id  geometry and some of the element 
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The SSM model, shown i n  Figure 4, 
section including reac t ion  wheels and 

cons i s t s  of the  a f t  s h e l l ,  the  equipment 
In t e r f ace  poin ts ,  the  forward s h e l l ,  

and appendages. 
as suggested by Figure 4. Four r i n g  s t i f f e n e r s ,  t h ree  on t h e  cyl inder  and 
one around the  access porthole  on the  a f t  end, are modeled with BAR elements. 
The forward end of t h e  a f t  s h e l l  is connected t o  t h e  smaller diameter inner  
s h e l l  of the  equipment s ec t ion  through mult ipoint  cons t r a in t  equations.  

The a f t  s h e l l  I s  modeled with coarse-grid p l a t e  elements 

The equipment sec t ion  inner s h e l l  is modeled with 60 p l a t e  elements as shown 
i n  Figure 4. The equipment bays are formed by th ree  l a rge  ex te rna l  r i n g  
frames and 15 longerons. 
are modeled with 105 BAR elements o f f s e t  r a d i a l l y  approximately one-half the  
bay depth. 
t o  the  c e n t r a l  gr idpoint  through mult ipoint  cons t r a in t  equations.  Four 
r eac t ion  wheels are each supported by four  BAR elements a t tached t o  t h e  
corners  of t h e  forward and a f t  compartments of the  bays as shown i n  Figure 4. 
The gr idpoin ts  represent ing the  r eac t ion  wheels have s i x  dynamic degrees of 
freedom each. 
two s t i f f  BAR elements which d i s t r i b u t e  the  i n t e r f a c e  loads t o  t h e  a f t  and 
center r i n g  frames a t  the  in t e r sec t ion  with the  neares t  longeron. These BAR 
elements are not  shown i n  Figure 4. 
cons is t ing  of 11 BAR elements cant i levered from t h e  c e n t r a l  gr idpoint  of the  
forward end of t he  equipment sec t ion .  

These r i n g s  and longerons, not shown i n  the  f igu re ,  

The forward gr idpoin ts  of t he  SSM equipment s ec t ion  are connected 

The th ree  SSM i n t e r f a c e  gr idpoin ts  are each supported by 

The forward s h e l l  is modeled as a beam 

The deployed high gain antennas (HGA) and s o l a r  a r rays  are modeled as beams 
cons is t ing  of 5 and 9 BAR eiements each, respec t ive ly .  The bases of the  
appendages are connected to  t h e  forward end of t he  SSM equipment sec t ion  
with 3 r o t a t i o n a l  and 3 t r a n s l a t i o n a l  scalar spr ing  elements each. 

The OTA/SI model, shown in  Figure 5 ,  cons i s t s  of the metering t r u s s  including 
the  secondary mirror ,  t he  primary support s t r u c t u r e  including the  primary 
mirror and i n t e r f a c e  f lexures ,  and the  foca l  plane s t r u c t u r e  including the  
science instruments. The graphite/epoxy metering t r u s s  is modeled with BAR 
elements as shown i n  Figure 5. 
r a d i a l  graphlte/epoxy beams, each modeled with th ree  BAR elements. 
secondary mirror gr idpoin t ,  having s i x  degrees of freedom, is connected t o  
the  four support po in ts  by mult ipoint  cons t ra in t  equations.  

The secondary mirror is supported by four 
The 

The primary support  s t r u c t u r e  cons i s t s  of s i x  r a d i a l  beams connecting inner  
and outer  r i ngs  as shown i n  Figure 5 .  
with 42 SAR elements. 
r i n g  with BAR'S a t  8 poin ts  which represent  t he  e igh t  f i t t i n g s .  
primary mirror support g r idpoin ts  are connected t o  th ree  of the  r a d i a l  beams 
by three  a x i a l  bar  elements. These three  gr idpoin ts  are connected t o  the  
central primary mirror gr idpoint  thrcugh mult ipoint  cons t ra in t  equations.  
The three  in t e r f ace  f lexures  are each modeled by two sca l a r  spr ing  elements, 
one providing a x i a l  s t i f f n e s s  and the  o ther  providing tangent ia l  s t i f f n e s s .  
These sca l a r  elements connect the  SSM i n t e r f ace  gr idpoin ts  t o  th ree  s t i f f  
BAR elements extending r a d i a l l y  outward from the  OTA/SI primary s u p p r t  
r i ng  as shown i n  Figure 5 .  

These beams and r ings  are modeled 
The metering t r u s s  is connected t o  the  s t i f f  ou ter  

The three  
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The foca l  plane s t r u c t u r e  c o n s i s t s  of two hexagonal r ings  connected by six 
axial and s ix  diagonal t r u s s  members. 
po in ts  on the primary support  r i n g  by nine t r u s s  members. 
guidance sensors  are each supported from the  f o c a l  plane s t r u c t u r e  by four  
BAR elements. 
s t i f f  BAR elements from the  primary support  r ing .  
t h e  a f t  hexagonal r i n g  of t h e  f o c a l  plane s t r u c t u r e  are connected t o  a 
central gr idpoint  by mult ipoint  cons t r a in t  equations.  
point  has s ix  dynamic degrees of freedom. 
of t he  f o c a l  plane is used t o  represent  t he  science instruments.  
l i n k  (multipoint cons t r a in t )  connects t he  a f t  r i n g  gr idpoin t  to  the  SI 
gridpoint .  

This assembly is supported from th ree  
The th ree  f i n e  

The star tracker and two gyro sensors  a r e  supported by s i n g l e  
The s ix  gr idpoin ts  on 

This c e n t r a l  grid- 
A s i n g l e  gr idpoint  located a f t  

A r i g i d  

LST Model 1 was modified t o  include s t r u c t u r a l  j o i n t  damping a t  26 loca t ions  

Some j o i n t s  were incorporated using the  preprocessor and o the r s  
throughout t he  s t ruc tu re .  
LST Model 2. 
were added manually. 
s t r u c t u r a l  model which were modeled us ing  elements other  than BARS o r  RODS. 
Voigt models were added a t  t h e  appendage deployment hinges,  t he  s tar  t racker  
support ,  t he  metering t r u s s  supports ,  t h e  OTA/SSM i n t e r f a c e  f lexures ,  t h e  
SI foca l  plane s t r u c t u r e  supports ,  and t h e  SSM forward s h e l l  support .  
e f f e c t s  of material damping were included by adding modal viscous damping 
f o r  a l l  f l e x i b l e  modes t o  the modal damping matr ix  corresponding t o  the  
Voigt j o i n t  models. 

This modified finite-element model was designated 

The manual d a t a  input was f o r  j o i n t s  i n  the  bas i c  

The 

The deployment hinges f o r  t he  four  appendages (two high-gain antennas and 
two s o l a r  a r rays)  i n  the  bas ic  LST model were idea l ized  using scalar sp r ing  
(ELAS) elements. The Voigt modelsweregenerated f o r  t h e  modified LST model 
by adding DAMP1 elements i n  parallel  wi th  these  ELAS elements t o  provide 
j o i n t  damping i n  th ree  r o t a t i o n a l  degrees of freedom. 
acteristics f o r  t he  star t r acke r ,  which is cant i levered  from the  primary 
support r i ng ,  were a l s o  input  manually. Scalar damping elements (DAMP1) 
were used t o  provide damping i n  t h e  th ree  r o t a t i o n a l  d i r ec t ions .  
i n  t he  e igh t  metering truss/primary mirror  support r i n g  f i t t i n g s  w a s  modeled 
using scalar damping (DAMPL) elements i n  the  a x i a l  d i r e c t i o n  only. Damping 
i n  the  OTA/SSM i n t e r f ace  f lexures  w a s  modeled using axial scalar damping 
elements i n  parallel  with the  a x i a l  s c a l a r  spr ing  compenents. 

J o i n t  damping char- 

Damping 

The preprocessor was w e d  t o  i rcorpora te  Voigt s t r u c t u r a l  j o i n t  models i n  
The nine the  nine BAR elements support ing t h e  S I  f o c a l  plane s t ruc tu re .  

VISC elements, with only r o t a t i o n a l  damping components, were defined a t  
t he  th ree  gr idpoin ts  where the SI connects t o  the  primary support  r ing .  
The preprocessor was a l s o  used t o  incorporate  a s t r u c t u r a l  j o i n t  a t  t h e  
base of the  SSM forward s h e l l .  

i 

Free-free mode shapes, frequencies,  generalized masses, and the coupled 
modal damping matrix f o r  100 f l e x i b l e  modes were determined using NASTRAN 
r i g i d  format 3. Modal f requencies  range' from l e s s  than 1 Hz fo r  appendage 
modes t o  more than 130 Hz. 
j o i n t  damping of LST Model 2 indicated off-diagonal terms frequent ly  
exceeding the  corresponding diagonal terms, sometimes by as much a s  an 
order  of magnitude. 

The coupled modal damping matr ix  f o r  t he  Voigt 
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RESULTS 

The preprocessor and postprocessor methodology was applied to  two d i f f e ren t  
LST control  system studies:  1)  a time-domain cont ro l  simulation and 2) a 
frequency-domain vibrat ion analysis .  
by the  a t t i t u d e  control  system cover a wide frequency spectrum from DC up 
t o  300 Hz. 
i n to  t w o  e f f o r t s  on the  bas i s  of frequency. 
i n  frequency, the  low-frequency control  ana lys i s  covers DC up t o  about 20 Hz, 
and the  vibrat ion frequency analysis  covers from 10 Hz t o  above 100 Hz. 
A detai led discussion of t h i s  overa l l  approach may be found i n  Reference 8. 

LST f ine-s tab i l iza t ion  e r r o r s  induced 

In  order t o  analyze the problem e f f i c i e n t l y ,  it w a s  divided 
Although there  is some overlap 

Control frequency e r ro r s  are studied using a closed-loop time-domain 
simulation of the  control  system. A nonlinear, d i g i t a l ,  tnree-axis control  
simulation computer program (DTACS) is used t o  obtain the  image posi t ion a t  
the  f /24 focus as a function of t i m e .  
are studied using an open-loop frequency-domain simulation of :he actuator 
output vibrat ions exci t ing the LST s t ruc ture .  The v ibra t ion  analysis  pro- 
gram (VAP) is a l i nea r ,  d i g i t a l ,  three-axis simulation used t o  obtain image 
motions versus exc i ta t ion  frequency. 

The higher frequency v ibra t ion  e r r o r s  

The postprocessor methodology was applied i n  se lec t ing  c r i t i c a l  modes of 
LST Model 1 for  DTACS and VAP and comparing these mode orderings with those 
obtained by conventional techniques. With the  low-frequency control  option, 
the  postprocessor mode orderilre fo r  LST Model 1 was based on image-plane 
coef f ic ien ts  calculated using the  optical  amplification matrix (Equation 12). 
The conventional ordering w a s  based on the  product of mode shapes It appliea 
torque and image sensor locat ions divided by the  generalized mass. For the  
LST s t ruc tu ra l  model, the conventional ordering tecnnique omitted three of 
the  eight  cri t ical  modes ident i f ied  by the  postprocessor. However, s ince  
the modes ident i f ied  by both techniques are the  major contr ibutors  tu the  
LST image motion, the  postprocessor methodology and the  conventional tech- 
nique are equivalent for  t h i s  pa r t i cu la r  simulation. 

With the higher-frequeacy f ine-s tab i l iza t ion  option, the postprocessor mode 
ordering f o r  LST Model 1 was accomplished using Equations (13) through (161, 
where the applied forces  and torques were proportional t o  react ion wheel 
exc i ta t ion  frequency raised t o  the 1.7 power. The conventional ordering 
was  again based on the product of input and output mode shapes normalized 
by the  generalized mass. For the  LST s t r u c t u r a l  model, the conventional 
ordering technique omitted 17  of the  20 c r i t i c a l  modes ident i f ied  by the 
postprocessor. 
s e t s  of modes were, of course, s ign i f i can t ly  d i f f e ren t .  
calculated from the  conventional ordering were i n  e r ro r  by an order of 
magnitude compared with those from the  postprocessor ordering. 

The LST image motfons calculated from these two d i f f e ren t  
Those image motions 

The preprocessor methodology was applied i n  generating LST Model 2 with 
d i sc re t e  damping components. 
for  DTACS and VAP by the postprocessor, and the  simulation r e s u l t s  using 
these modes were compared with the  previous r e s u l t s  from LST Model 1. 
the  DTACS low-frequency control  simulation, the postprocessor mode ordering 

The cri t ical  modes of t h i s  model were selected 

For 

3 11 



I 

I 

and the  calculated image motions were es sen t i a l ly  iden t i ca l  for  the  tyro LST 
models, desp i te  the  f a c t  t ha t  the  damping of the  c r i t i c a l  low-frequency 
modes increased an order of magnitude fo r  LST Model 2. The increased modal 
damping did not s ign i f i can t ly  a f f ec t  the r e s u l t s  s ince  the  control  loop 
used i n  both cases w a s  designed t o  be s t a b l e  f o r  the  lower damping. 
the  VAP sinusoidal  v ibra t ion  simulation, on the othcr  hand, the modal 
damping e f f e c t s  are very s igni f icant .  
ordering8 were qu i t e  similar fo r  the  two LST models, comparisons of 
calculated image motions ind ica te  subs tan t ia l  reductions i n  response 
amplitudes due t o  the  increase i n  modal damping from LST Model 1 t o  LST 
Model 2. 

For 

Although the  postprocessor mode 

The data  of LST Model 2 w a s  used t o  assess the s ignif icance of damping 
(velocity) coupling among the  normal modes. 
the  degree of coupling is the  r a t i o  of coupled response t o  uncoupled 
response. For the  20 most critical modes of LST Model 2, the  maxintum 
assessment ratio is 1.024. For a l l  100 modes, the  minimum assessment 
r a t i o  is 0.459 f o r  the  68th mode. 
coupling is a poten t ia l ly  s ign i f i can t  e f f e c t  fo r  high-accuracy s t r u c t u r a l  
dynamic analysis.  

The measure used to  assess 

These da ta  ind ica te  that modal ve loc i ty  

CONCLUDING REMARKS 

Methodology developed t o  improve s t ruc tu ra l  j o i n t  modeling fo r  d i s t r ibu ted  
damping and t o  select critical s t r u c t u r a l  modes fo r  subsequent ana ly t i ca l  
s tud ies  has been successfully demonstrated. 
capabi l i ty  is adequate t o  re9resent the  general cha rac t e r i s t i c s  of local ized 
s t ruc tu ra l  damping, although special care is required i n  using the VISC 
damping element. 
MTRAN BULK DATA cards required for  a spec i f i c  class of Voigt j o i n t  damping 
models. The postprocessor methodology is su f f i c i en t ly  general to  select 
cri t ical  modes f o r  a broad c l a s s  of subsequent ana ly t i ca l  s tudies .  LST 
s tudies  indicate  that modal ve loc i ty  coupling resu l t ing  from damping i n  
d i sc re t e  s t r z c t u r a l  j o i n t s  has a poten t ia l ly  s ign i f i can t  e f f ec t  on dynamic 
responses. 

The NASTRAN viscous damping 

The preprocessor computer program automatically generates 
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Table 1.- DMAP ALTER Statements for 
Damping Matrix Formulation 
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%tie 2.- Basic Structural Dynamic Model Description 

No. o f  
Gri dpoi n ts* 
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12 
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32 
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40 

Focal Plane Struct. 19 

SI 1 

287 
- 

*Permanent SPC Gridpoints  Excluded 

No. o f  
No. o f  Structural Elements Dynamic 

D.O.F. Plate - Bar Scalar Spring -I__ 

45 32 . 

60 
45 
60 

16 

8 
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10 

18 

9 

80 

12 

53 

48 

1 

105 403 
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24 
54 

24 
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12 24 
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48 
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FINITE ELEMENT ANALYSIS U S I N G  NASTRAN APPLIED TO 
HELICOPTER TRANSMISSION VIBRATION/NOISE REDUCTION* 

1 

R. W. H o w e l l s  and J. J. Sc ia r r a  
Boeing Vertol Company 

- 
SUMMARY 

A f i n i t e  element NASTRAN model of the complete forward rotor 
transmission housing f o r  t h e  Boeing V e r t o l  C H 4 7  he l icopter  has  
been developed and applied t o  reduce transmission v i b r a t i o n h o i s e  
st i ts  source. I n  addi t ion  t o  a descr ipt ion of the  model, a 
technique for vibration/noise predict ion and reduction is outlined. 
A l s o  included a r e  t h e  dynamic response a s  predicted by NASTRAN, 
t es t  data ,  the u s e  of s t r a i n  energy methods t o  optimize t h e  housing 
.for minimum vibration/noise,  and determination of design modifi- 
r a t i o n s  which w i l l  be manufactured and tested. The techniques 
presented are not  r e s t r i c t e d  t o  he l icopters  b u t  a r e  appl icable  t o  
;any power transmission system. The transmission housing model 
developed can be used f u r t h e r  t o  evhluate s t a t i c  and dynamic 
stresses, thermal d i s to r t ions ,  def lec t ions  and load paths,  f a i l -  
safety/vulnerabi l i ty ,  and composite mater ia ls .  

INTRODUCTION 

Considerable a t ter l t ion has bean focused i n  yecent years on the  
reduction of noise l e v e l s  f o r  both mi l i t a ry  and c i v i l  he l icopters .  
Helicopter noise emanates from th ree  major sources - the  r o t o r  
blades, engines, and transmissions. Exter ior  noise is  dominated 
by the ro to r s  and engines, although t h e  transmissions a l s o  contrib- 
u t e  t o  t h i s  noise.  Minimization of t he  e x t e r i o r  noise is important 
t o  reduce t h e  annoyance t o  communities near c i v i l  he l icopter  
mera t ions  and t o  reduce the detectable  noise s ignature  of mi l i t a ry  
hel icopters .  The i n t e r i o r  cabin noise is predominantly due t o  the 
transmissions (Figure l ) ,  w i t h  the engines and ro to r s  being 
secondary sources. I n t e r i o r  noise not only degrades c r e w  perfor- 
name by causing annoyance and fa t igue ,  b u t  i n t e r f e r e s  with 
r e l i a b l e  communication and may cause hearing damage. Comfortable 
i n t e r i o r  noise l e v e l s  a r e  e s s e n t i a l  f o r  passenger acceptance of 
z i v i l  he l icopters .  

By any of the numerous standards i n  existence f o r  scal ing 
mnoyance and reac t ions  t o  noise (Reference l ) ,  transmission noise  
i s  pa r t i cu la r ly  objectionable. Noise i n  excess of 1 2 0  db has been 

T h i s  work has been performed under  U .  S. Army contract  
DAAJ02-74-C-0040, U. S .  Army A i r  Mobility Research and Development 
Laboratory, E u s t i s  Directorate ,  Fort E u s t i s ,  Virginia.  

I 
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measured f o r  t he  transmission of a medium t r anspor t  he l icopter  
(References 2 and 3) which, f o r  comparison, approaches the 
noise l e v e l  of an a i r  r a i d  s i ren .  N o t  only is th i ;  no ise  l e v e l  
high, b u t  i ts frequency t y p i c a l l y  f a l l s  within t h e  sens i t i ve  
1.000-5000 Hz range which i s  p a r t i c u l a r l y  annoying t o  t h e  human 
ear (Figure 2). Furthermore, t h e  pure tona l  content,  which 
r e s u l t s  i n  a high-pitched whine, i s  subjec t ive ly  much more 
annoying than broad-band noise (Figure 3 )  , 

Transmission noise and the inherent  s t r u c t u r a l  v ibra t ions  
bhich generate t h i s  noise have been of concern t o  he l icopter  
designers f o r  many years,  u n t i l  recent ly ,  ana ly t i ca l  methods 
have n o t  been ava i l ab le  t o  p red ic t  and reduce transmission 
v i b r a t i o n h o i s e  problems i n  advance. The conventional means 
of cont ro l l ing  transmission noise has general ly  been t o  add 
acous t ica l  enclosures a f t e r  t h e  hardware is b u i l t  and a noise 
problem has become evident,  Since p r a c t i c a l  enclosures a r e  
l imited i n  noise a t tenuat ion  by unavoidable sound leaks  i n  
seams and acczss doors, adequate a t tenuat ion  i s  not  provided 
f o r  advanced he l icopter  dr ive  systems of increased power 
(References 2 and 3 ) .  Not only do these  enclosures impose 
considerable weight and maintainabi l i ty  pena l t i e s ,  b u t  they do 
not  reduce the de le te r ious  effect of t h e  accompanying v ibra t ions  
which contr ibute  t o  mater ia l  fa t igue  and f r e t t i n g  a t  j o in t s .  

A s i g n i f i c a n t  program i n  the area of transmission vibra- 
t ion/noise reduction is  i n  progress a t  Boeing V e r t o l .  The 
objec t ive  of t h i s  work is  t o  generate ana ly t i ca l  t o o l s  t h a t  
w i l l  provide the capab i l i t y  t o  perform t r a d e  s tudies  during the  
design s tage of a program, This capab i l i t y  w i l l  y ie ld  optimized 
d r ive  t r a i n  components t h a t  a r e  dynamically q u i e t  w i t h  inher- 
e n t l y  longer l i f e  and reduced v ibra t ion  and at tendant  noise 
l e v e l s  . I 

I 

L 
MECHANISM OF TRANSMISSION NOISE GENERATION 

The t r ans fe r  of torque between mating gears is not  uniform 
due t o  tooth p r o f i l e  e r r o r s  and the e l a s t i c  deformation of the  
gear t e e t h  under  load (References 2 and 3 ) .  This non-uniform 
t r a n s f e r  of torque produces a dynamic force a t  t he  gear mesh 
frequency (number of teeth x rpm) and i t s  mult iples  which 
exc i t e s  t h e  coupled t o r s i o n a l / l a t e r a l  vibratory modes of the 
gear s h a f t .  This l a t e r a l  vibrat ion ( a r  bending) produces 
displacements a t  t h e  bearing locat ions which exc i t e  t he  housing 
and cause it t o  v ibra te ,  thus rad ia t ing  noise (Figure 4 ) .  
Furthermore, the dynamic cha rac t e r i s t i c s  of the  housing may 
magnify i t s  displacements and the  r e su l t i ng  noise. 

? 

I 

I 
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NOISE REDUCTION 

I 

A three-pronged ana lys i s  f o r  t h e  reduction of vibrat ion/  
noise a t  i ts  source has  been developed which includes the 
reduction of dynamic exc i ta t ion ,  t h e  reduction of dynamic 
response, and t h e  use  of aux i l i a ry  devices f o r  v ib ra t i an  
absorption. Controll ing the dynamic response of t h e  transmis- 
s ion is a des i rab le  approach t o  noise reduction s ince avoidance 
of resonance reduces sha f t  def lec t ions  a t  t h e  bearings which 
inherent ly  increases  the  l i f e  of dynamic components and t rans-  
mission r e l i a b i l i t y ,  The f i n i t e  element modeling of t he  
transmission housing using NASTRAN is  an i n t e g r a l  p a r t  of t h i s  
ana ly t i ca l  technique. 

Detuning of In t e rna l  Components 

Reduction of t h e  dynamic exc i t a t ion  of t h e  housing i s  
accomplished by minimizing the  dynamic forces  a t  t h e  s h a f t  
support bearings. This is a two-fold task.  F i r s t ,  the 
exc i ta t ion  due t o  the  dynamic tooth forces is calculated from 
the  gear geometry and operating conditions. Second, t h e  
damped force response of t h e  s h a f t s  responding t o  the tooth 
mesh exc i ta t ion  loads is calculated from a f i n i t e  element 
model and the  s h a f t  i s  detuned using s t r a i n  energy methods t o  
minimize t h e  displacement a t  the bearings. The development 
of t h i s  method, accomplishment of extensive dynamic t e s t i n g ,  
and co r re l a t ion  of data  a r e  described f u l l y  i n  References 2 
and 3. Fina l ly ,  the dynamic forces  associated with the  
optimum configuration of the in t e rna l  components a r e  then 
applied t o  e x c i t e  the model of t h e  housing. To study the  
response of the transmission housing t o  these  forces  and t o  
minimize t h e  noise  produced, a f i n i t e  element model of t h e  
housing was developed and analyzed using NASTRAN. 

Application of NASTRAN t o  F i n i t e  Element Model of Housing 

The Boeing Vertol CH-47 forward ro tor  transmission housing 
i s  composed of th ree  major sect ions:  upper cover, r ing  gear,  
and case (Figure 5 ) .  The upper cover provides lugs  f o r  inount- 
ing t h e  transmission t o  t h e  airframe and t ransmits  t he  r o t o r  
system loads. The case contains and supports t he  main bevel 
gears.  The r ing  gear ,  which connects t he  upper cover and case,  
contains t h e  planetary gc,,r system. T h i s  na tura l  d iv is ipn  7f 
t he  housing was adhered t o  f o r  ease of modeling (Figure 5). 

6esign drawings and by cross-checking on an ac tua l  housing. 
CQUAD2 (Quadr i l a t e ra l )  and C T R I A 2  (Triangular) homogeneous 

The geometric g r id  poin ts  f o r  t h e  model w e r e  defined i-rnl, 
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p l a t e  (membrane and bending) elements were used t o  connect the  
g r i d  points and bui ld  the  NASTRAN s t r u c t u r a l  model. A Boeing 
Vertol preprocessor program (SAIL I1 - St ruc tu ra l  Analyses 
Input Language) f o r  the automatic generation of g r i d  point 
coordinates and s t r u c t u r a l  element connections was used .  This 
preprocessor allows the  user t o  take advantage of any pa t te rn  
which occurs i n  the  data  by providing straight-forward tech- 
niques fo r  describing algorithms t o  generate tv!.ocks of data .  
The extensive computer generated p lo t t i ng  capabi l i ty  of NASTRAN 
was used t o  de-bug the  s t r u c t u r a l  model. 

For ease of i den t i f i ca t ion  the  housing was subdivided 
i n t o  several  regions and the  g r i d  poin ts  i n  each region w e r e  
labeled w i t h  a spec i f i c ,  b u t  a r b i t r a r y ,  series of numbers. 
Although these g r i d  point  numbers a c t  only a s  l abe l s ,  they 
a f f e c t  t h e  bandwidth of the s t i f f n e s s  and mass matrices.  I n  
order t o  minimize the  matrix bandwidth f o r  most e f f i c i e n t  
running of NASTRAN, t h e  BANDIT computer program (Reference 4 )  
was used t o  automatically renumber and assign in t e rna l  
sequence numbers t o  the  g r i d  points .  The output from BANDIT 
i s  a set  of SEQGP caras  which a r e  t h e n  included i n  t he  NASTRAN 
b u l k  data deck and which r e l a t e  the  o r ig ina l  ex terna l  g r i d  
numbers t o  the  in t e rna l  numbers. 

The model includes g r i d  poin ts  representat ive of the 
s t ruc tu re  where the s h a f t s  a r e  supported by t h e i r  bearings a s  
well  a s  g r id  points  representat ive of the planet-ring gear 
tooth meshes. These g r i d  po in ts  a r e  used t o  apply the dynamic 
e x c i t a t h l s  a t  the mesh frequencies t o  ana ly t i ca l ly  exc i t e  the 
housing. Although each geometric g r id  point  has s i x  possible 
degrees of freedom ( 3  t r a n s l a t i o n a l  and 3 r o t a t i o n a l ) ,  the 
displacements normal t o  the outer  surface of the  housing a re  
of most i n t e r e s t  f o r  noise evaluation s i n c e  it i s  t h i s  out-of- 
plane mQtion which generates sound waves (Figure 6). To 
conveniently evaluate the  motion normal t o  the  housing surface,  
numerous loca l  coordinate systems were defined and or iented 
such t h a t  the displacements and acce lera t ions  calculated a t  
each g r i d  point could be referred t o  a coordinate system having 
an a x i s  normal t o  t h e  housing surface.  One degree of freedom, 
ro t a t ion  about t h e  normal t o  the  surface,  was constrained 
s ince the  s t i f f n e s s  fo r  t h i s  component i s  undefined f o r  NASTRAN 
p l a t e  elements. The other  two ro t a t iona l  degrees of freedom 
were omitted. All t r a n s l a t i o n a l  degrees of freedom were 
retained t o  accurately represent the motion of the ac tua l  
hoasing. Because of the la-ge model s i z e ,  the Guyan reduction 
technique was used t o  reduce the  s i z e  of t h e  ana lys i s  s e t .  
The Givens method of eigenvalue ex t rac t ion  was used and t5e 
model parameters a r e  summarized i n  Figure 7 .  
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Detuning of Housing Response (S t r a in  Energy) 

Each na tura l  mode of a s t r u c t u r e  c o n t r i b u t e s  t o  v ibra t ion  
i n  proportion t o  i t s  amplification fac tor ,  which is the  r a t i o  
of exc i t ing  frequency t o  na tura l  frequency. consequently, 
s ime each mode whose frequency is i n  t he  v i c i n i t y  of a forcing 
frequency w i l l  be a major contr ibutor  t o  t h e  ove ra l l  dynamic 
zesponse, it i s  des i rab le  t o  a l t e r  the  housing na tura l  frequen- 
c5es so t h a t  none f a l l  close t o  an exci t ing frequency. 

S t r a in  energy techniques f o r  s t r u c t u r a l  optimization have 
evolved i n  recent  years. For appl icat ions such a s  he l icopters  
where weight is c r i t i c a l ,  it is more appropriate t o  evaluate t h e  
s t r a i n  densi ty  ( s t r a i n  energy/volume) d i s t r i b u t i o n  within a 
s t r u c t u r e  which provides guidance f o r  v ibra t ion  reduction by 
ident i fying the s t r u c t u r a l  e lenents  pa r t i c ipa t ing  i n  the  modes 
(Reference 5 ) .  To optimize a housing f o r  minimum vibra t ion /  
noise,  t he  NASTRAN normal modes ana lys i s  is  used t o  obtain a 
dynamic solut ion:  by employing t h e  ALTER fea ture  of NASTRAN, a 
checkpoint tape containing the stresses f o r  each element  is 
generated. The na tura l  frequencies calculated a r e  compared with 
the  gear mesh exc i t ing  frequencies t o  iden t i fy  each mode skfpe 
whose na tura l  frequency is close t o  an exc i t ing  frequency and 
which it is des i rab le  t o  s h i f t .  A post-processor program has 
been developed which u s e s  t he  data  stored on t h e  checkpoint tape 
t o  ca lcu la te  t h e  s t r a i n  densi ty  of NASTRAN p l a t e  elements  and 
taLulate the elements i n  order of descending s t r a i n  densi ty .  
The s t r u c t u r a l  elements w i t h  t h e  highest  s t r a i n  d e n s i t y  a r e  the 
best candidates for e f f e c t i v e  modification of t he  na tura l  
frequency s ince  a minimal weight change w i l l  y ie ld  a maximum 
s h i f t  in na tu ra l  frequency (Reference 6 ) .  By l o c a l l y  a l t e r i n g  
the  housing wall t o  change the  mass and s t i f f n e s c  i n  these 
a reas  of high s t r a i n  density,  t he  na tura l  frequency may be 
sh i f t ed  away from an exc i t ing  frequency (Figure 8 ) .  Thus, the  
p o s s i b i l i t y  of resonance i s  eliminated and the v ibra t ion  and 
radiated noise a r e  reduced. This s t r a i n  densi ty  d i s t r i b u t i o n  
concept can a l s o  be u t i l i z e d  s t a t i c a l l y  t o  iden t i fy  s t r u c t u r a l  
load paths and evaluate the ef f ic iency  of t h e  housing s t r u c t u r a l  
design (stif fness/weight) . 

RESULTS 

A complex gearbox such a s  a he l icopter  r o t o r  transmission 
typ ica l ly  has more than one gear mesh, hence more than one 
exci t ing frequency. For instance,  the Boeing Vertol CH-47C 
hel icapter  forward r o t o r  transmission employs a s p i r a l  bevel 
gear mesh p lus  a two-stage p l a i e t a r y  gear system. Additional 
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sources of exc i t ing  frequencies  i n  the form of sidebands a r e  
introduced by planetary gear  configurations (Reference 7 )  and 
manufacturing va r i a t ions  (Reference 8 )  . This occurrence of 
multiple exc i t ing  frequencies,  coupled w i t h  the f a c t  tha t  the 
housing possesses many na tu ra l  frequencies, makes it a complex 
t a sk  t o  detune the housing so t h a t  none of the  exc i t ing  
frequencies coincides w i t h  a na tura l  frequency. The primary 
frequencies fox the  CH-$7 forward ro to r  transmission have been 
iden t i f i ed  experimentally a s  the  bevel gear mesh frequency and 
the lower planetary gear mesh frequency (LP1) and i t s  second 
(LP2) and t h i r d  (LP3) harmonics. 

The experimental 2rogram described i n  References 2 and 3 
included the dynamic t e s t i n g  of a CH-47C fo.ward transmission 
w i t h  i n t e rna l  instrumentation t o  measure s t r a i n s ,  displacements, 
and acce lera t ions  of the ro t a t ing  components and ex terna l  
instrumentation t o  measure housing acce e ra t ion  and noisa. 
Correlation of t h i s  data w i t h  t he  ana lys i s  has indicated t h a t  
by modifying t h e  gear/shaft/bearing system geometry the  i n t e i n a l  
components may be detuned t o  minimize exc i t a t ion  of the housing. 
Application of s t r a i n  dens i ty  techniques t o  these dynamic compo- 
nents  has iden t i f i ed  modifications w l i i c h  have ana ly t i ca l ly  
reduced the  loads exc i t ing  t.he housing a t  the bevel mesh, LP2 
and LP3 frequencies. Loads a t  the rip1 frequency increased. 
Since the effect  of mult iple  noise sources a r e  added logarithm- 
i c a l l y ,  t h e  reduction of three out  of f o u r  noise sources may 
not  appreciably reduce the ove ra l l  noise l eve l .  

Noise measurements have tended t o  confirm t h a t  housing 
responses e x i s t  and generate noise. This is  evidenced, for 
example, by the LP2 a . LP3 frequencies. Although the exc i t ing  
source for these frequencies i s  w i t h i n  the r ing gear,  the 
maximum noise a t  these frequencies emanates from the mid-case 
region (Figure 9 ) .  

Some of the calculated na tura l  frequencies of the housing 
and the  main exc i t ing  frequencies a r e  p lo t ted  on the spectrum 
shown i n  Figure 10. A NASTRAN p l o t  of the housing 46th mode, 
which has a na tura l  frequency c loses t  t o  the LP2 exc i t ing  
frequency, is  shown i n  Figure 11. I t  is important t o  note 
t h a t  since the exc i t ing  frequencies w i l l  vary w i t h  changes i n  
operating speed, the housing m u s t  be detuned a t  a s p e c i f i c  
operating speed. The u s e  of s t r a i n  densi ty  has l e d  t o  prelim- 
inary iden t i f i ca t ion  of the areas  (see shaded elements Figure 
1 2 )  of the  housing s t ruc tu re  wi-ich w i l l  be modified t o  detune 
the  houslrlg f o r  reduced vibration/noise.  Thc s t r a i n  densi ty  
d i s t r i b u t i o n  was determined using the NASTRAN post-processor 
f o r  the modes with frequencies neares t  t o  t h e  four main exci t ing 
frequencies and t h e  elements w i t h  high s t r a i n  densi ty  w e r e  
ident i f ied .  For each mode considered the elements w i t h  high 
s t r a i n  densi ty  a r e  general ly  d i f f e r e n t ;  however, some elements 
a r e  common t o  two o r  more of t h e  modes. S t r i c t l y  speaking, the 
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’ elements with highest  s t r a i n  densi ty  f o r  each mode should be 
modified t o  achieve the  maximum frequency s h i f t  for  each 
corresponding mode. This approach would be used during t h e  
design of a new housing. To modify an ex i s t ing  housing, 
however, it woul ,  be cumberscme t o  incorporate t h e  numerous 
and varied modifications indicated by such a rigorous appl i -  
cat ion of the  analysis.  Therefore, f o r  p r a c t i c a l  appl ica t ion  
t o  the  experimental housing herein,  those elements with a r e l a -  
t i v e l y  high s t r a i n  density which a r e  common t o  t w o  o r  more modes 
have been iden t i f i ed  (Figure 1 2 )  and w i l l  be used t o  s h i f t  t h e  
housing frequencies. I n  t b i s  manner a specif ied s t r u c t u r a l  
change w i l l  a l t e r  two OL more frequencies, although perhaps n 3  
s ing le  frequency w i l l  be sh i f t ed  maximally. I t  is more f eas ib l e  
t o  modify these elements s ince t h e  ac tua l  changes t o  the  ex i s t ing  
housing design f o r  t e s t i n ( ;  w i l l  be l i m i t e d  t o  a few e a s i l y  
accessible  a reas  on the  2xterior wal ls  of t he  housing. This 
approach should provide s u f f i c i e n t  detuning t o  demonstrate the 
v a l i d i t y  of t h e  analysis .  Prior t o  f ina l i z ing  t h e  detuned 
design, the dynamic response of t h e  model, with the  s t r u c t u r a l  
modification incorporzted, w i l l  be re-calculated rising NASTRAN. 
Comparison with t h e  base l ine  housing res1:onse w i l l  determine 
whether t o  proceed with the  manufacture of t h e  test hardware 
o r  t o  fu r the r  evaluate the  detuning procedure. 

A t e s t  program described i n  Reference 9 was conducted t o  
evaluate the  e f f e c t  of dynamic absorbers on transmission 
noise. The r e s u l t s  indicated t h a t  i n t e rna l  dynamic absorbers 
provided some noise reduction, b u t  t he  reduction was not  
s u f f i c i e n t  t o  warrant p r a c t i c a l  appl icat ion.  
absorbers applied t o  the  housing have been evaluated using 
NASTRAN r i g i d  format 11. 
a t  the  poin ts  of load appl icat ion ( i .e.  bearing supports) tke 
exc i t a t ion  of t..e housing has been reduced. However, tke  
absorbers a r e  e f f ec t ive  only f o r  a very narrow ranae of f r e -  
qdencies. For a transmission housing with several  exc i t a t ion  
frequencies, absorbers may be useful  t o  reduce a p a r t i c u l a r l y  
troublesome frequency. As a general  transmission noise  
reduction method, t he  use  of absorbers mus t  be fu r the r  evaluated. 

External dynamic 

By applying absorbers on t h e  housing 

CONCLUDIKG REMARKS 

1 

The bas i c  ana ly t i ca l  approach a s  a design too l  f o r  t rans-  
mission vibration/ncise reduction has been p a r t i a l l y  val idated.  
The method un i t ( - s  t he  in t e rna l  components and the  housing, and 
hence w i l l  optimize the  transmission a s  a complete operating 
system. Since the  housing provides s t r u c t u r a l  support to the  
in t e rna l  components, i ts  physical c h a r a c t e r i s t i c s  gross ly  
a f f e c t  performance and l i f e  i n  terms of in t e rna l  bearing 
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capr3ity, gear capacity,  f r e t t i n g ,  misalignments, etc. 
Therefore, housing optimization 13  essential  i f  t he  f u l l  
bene f i t  of t h e  advancements i n  gear and bearing technology are 
t o  be real ized.  

Wich t h e  exis t ing housing model, fu r the r  inves t iga t ions  
u t i l i z i n g  NASTRAN are planncd t o  evaluate static and dynamic 
stress, thermal d i s to r t ions ,  def lect ions and load paths due t o  
any type loading, fa i l - sa fe ty ,  vuLneiabili ty,  and composite 
materials (F igu res  13, and 14.). 
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PERCEIVED NOISINESS 
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Figure 2. Perceived Nois iness  of Bands of Sound. 
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Figure 3 .  Tone C o r r e c t i o n s  - Adjustment to be Added to Broad 
Band Noise Level (N) When Pure T o n e  (T) is  P r e s e n t .  
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Figure 8. Example of Optimization of Natural Frequency Spectrum, 
CH-47 Helicopter Fuselage Forward Pylon Structure .  
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ANALYSIS OF NONLINEAR STRUCTURES 
VL4 MODE SYNTHESIS 

R.K. G i w k e  
General Dynamics Convair Division 

San Diego, CaSiornh 

SUMMARY 

An effective procedure for NASTRAN has been developed that permits any number of substructures 
; of any s;-e to  be synthesized for the purpose of developing normal modes of vibration of the complete 

structural system. The technique is extended to  perni t  modal transient analysis of the subdivided 
' 

system. This latter procedure permits the use of NASTRAN s ability to include nonlinear forces in the 
problem. The five-phase process is accomplished ucing standard NASTRAN rigid formats with 
problem-independent alter packages and DMAF sequences. 

INTR3DUCTION 

The advent of finite-element techniques has led to development 01 computer programs that perform 
eft-icimt analyses of large-order structural systrms of  arbitrary geometry. Yet, for very Ixgc problems, 
it ;Jecomes impractical to attempt to  develop ar,d analyze a mathematical model of the cntirs 
structure. Questions of adequate data management and the cost of  the analyxs make such efforts 
difficult. Consequently, techniques have been developed to permit the structural system to 5e divided 
into smaller units, o r  substructures, which may then be modeled sepdrately. 

Substructure models, represented by some truncated set of degrees of freedom, are cwntually 
brought together by the application of compatibility requirements at the interfaces. The reviltant 
system representatio.: is analyzed and the behavior of each substructure is determined by a 
back-substitution process. 

The mode synthesis technique has been developed to prrmit dynamic analysis of such subdivided 
structures. A truncated set of vib:dtion modes of a component is used as generalized coordinates to 
approximate dynamic characteristics. The several substructures are coupled by 1 1 compatibility 
relationships at the interfaces, and ( 2 )  modal transformations relating physical degrees of freedom 
with the generalized component modal coordinates. Solution of tFe resultant equations yi -Ids system 
eigenvalues and eigenvectors. 

The use of vibration mode- a:one. hqwever. usually fails to describe adequatdy the behavior of 
the system, particularly in the regions of the interior boundaries (intertaccs). Consequentiy. the 
substructure vibration modes are augmented by other displacement functions. Numuous altsrnatives 
will be found in the literiiturc. Hurty (Reference 1 \ and Craig ;ind Bampton (Reference 2 1 employ 
"constraint" mo fes, defined by unit displac~ernc~rrr,~ of interface degrees of freedom on a fixed 
interface boundary. Bamford, er al (Referenx  3 )  and Rubin (Kefercnce 4 )  use "attachment" modes. 
defined by unit fbrces at each interface degree of freedom. Riihin has shown that this concept may be 
used for "ree interface boundaries. as wcll as fixed, i o  produce inertia relief deformations in 
unrestrained substructures. I t  is this latter :irrangemcnt that is employcd in the development of mode 
synthesis via NASTKAN that follows. The techniqiie can be easily modified to LISC constraint modes 
and fixed interface boundaries. 
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Synthesizing substructures for dynar.tic analysis via NASTRAN has been discussed previously. 
The NASTRAN Theoretical Manual (Reference 5 )  discusses the use of  scdar elements and MPC sets to 
represent substructures. These procedures were reviewed and ampli:vd by Courtney (Reference 6). 
The current approach exceeds this earlier work by explicitly irl:!uding attachment modes and by 
providing automated communication of d a h  between component and system levels. The abriity to  
develop the structure characteristics and acquiiz results ill spatial coordinates enhances the procedure, 
particularly when zonsidered from a production environment v iewpcid  

The synlksis  may be performed using any number of independently formulated substructures of 
3ny size. No restrictions are placed on the identification schemes used in component model 
development, since they are n>t  carried over into thc synthesis. The technique uses standarized alter 
packages and DMAP sequences that are virtually independent of the problem characteristics: thus, 
the often present mxssi ty  for user specitication of' many data handling directives is avoided. Controls 
for matrix partitioning and merging are in the form of user-supplied partition vectcm. 

for the synthesized system, wherein the required modal data is recovered on a substructure- 
by-substructure bask  Since the complet: system may be quite large, the modal matrix is 
truncated to  include only those degrees of freedom subjected to  external loads or required to  detine 
the presence of nonlinear forces. Such nonlinear fdrces are included only after the mode syfithesis has 
been completed. The responses of  the system. including internal forces and stresses. if desired, are 
recovered by back-sub5titution into each substructure. 

The complete analysis process is divided into five sequential phases, wit11 communication 
between phases accomplished via User Tapes: e.g., INPT, anL: Problem Tapes (NPTP, OPTP). 

An extension of the mode synthesis procedun, includes the modal transient response analysis 

SUBSTRUCTURE MODAL ANALYSIS 

Phase 1 of the mode synthesis/transient response analysis using NASTRAN is the development of 
substructure, o r  component, modal data. This information is assembled in Phase I1 for system modal 
imlysig. There ai,- few restrictions and very little additima! demands required for this phase over that 
associzred with a standard NASTRAN analysis. It is necessary to give special consideration to those 
degrces of freedom in the component model that are involved in connection with other portions of the 
structural system. Additional information is required to direct the preparation of the compment 
modal data for later synthesis. 

The full rang.: of NASTRAVs resources may be employed to dttine a substructure model. Since 
substructures are independently d :fined. no special restrictions are placed on identitication or 
numbering schemes. 

Components may have m y  form of boundary condition at thcir external boundaries: Le., those 
boundary grid points not connected to other components. Connection grid points must be 
unrestrained in those coordinates that are used to join the components. 

by definition. unrestrail1. d. the collectivity UI nermal 
vibratior modes cannot correctly cefine I ' i t  I I  I loads at the interface of the component. To correct 
this deficiency, the dynamic modes are mgmmted by a celccted set of static deformations. which. 
when properly weighted and summed. will provide the internal loads at the interface dcgrees of 
freedom. The static modes are generated by applying a unit force at each interface degrec of freedom 
in turn and letting the component deform. I f  rigid body motion is prevented by external constraints. a 
straightforward static analysis results. I f .  however. a rigid body component of motion does result from 

Since the interface degrees of freedom . 

I 
i 

I 
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the unit load at the ipterface, an inertia relief analysis is required to produce internal loads. For this 
reason, Phase 1 of the mode synthesis procedure is performed using Rigid Format No. 2, Static 
Analysis with Iaertia Relief. as modificu by the alter package of Figure 1. 

Figure I .  Phase I alter package. 
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The DMAP alterations supplied for Phase I add the eigenvalue extraction module and other ' 

modules that merge the results of the static and dynamic processes to  form the final component mode 1 

matrix. 
Data required by Phase I1 is output to a User Tape. Thesedata include the generalized mass and 

generalized stiffness matrices associated with the merged mode vector matrix and the mtrged mode 
vector matrix truncated to  include only the interface degrees of freedom. The francat' >n is directed 
by a partitioningvector supplied by thc user. The Phase I analysis should be checkpointed for later use 
in recovery activity in Phases 111 and V. 

entered via bulk data card PARAM. and partition vectors. entered via bulk data card DMI. The special 
parameters required for Phase I include: 

1 
Additional data required beyond the model description include special control parameters. , 

1. COMP - T' 
component data. 

sequence number of the component. Used to  position the IJser Tape before writink 

2. NCON - The number of interface degrees of freedom for the component. The number of static 
load subcases/static modes must agree with NCON. 

3. PRINT ~ A positive value causes printing of the matrices written on the User Tape. 
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\ I .  STATIC - Used to merge static and dynamic modes into one mode vector matrix. M = sum of all 
modes computed (static and dynamic, including rigid body). Anelement value of 1 locates a static 
mode in the merged matrix. There must be exactly the same number o f  positive elements in the 
vector as there are static modes. 

CDOF - Used to  identify the interface degrees of freedom. M = g size. Vector contains 1 for 
elements corresponding to the internal sequence number of all interface degrees of freedom 

The Case Control deck must include (n + 1 ) subcases, where n is the number of interfac 2 degrees 
of freedom for the component (and, consequently. the number of static load cases). The 
fmt  n subcases are static cases, with a LOAD reference in each. The last subcase is the modal 
extraction subcase, with a METHOD card. Figure 2 illu.3rates a typical Case Control Deck. 

2. 

R~QUEST(NPTP,HOOS~ RING I N  
R~WEST(INPTIHDISI RING IN 
A ~ T A C H ~ N ~ ~ O N A ~ ~ R A N ~ ~ , ~ ~ ~ T O ~ ~ O ~ ~ O ~  
R~UIND(NPTPBINPTI 
MAP (OFF I 
NlS.ATTACr( 
RLTURN(NPfYpINPT1 
EXIT. 
DMP(IYOOOO) 
R~TURN(NPTPOI~PT) 
( 7-a-9 1 
IO PHA5te ONE 
APP DISP 
SOL 2 , l  
CnICPNT YES 
TIME 2 
S (PHASE ONE ALTEH PACKAGE GOES HERE) 
cmo 
T&TLE=DEMWblHATION O F  PHASt ONE DECK SET-UP 

spc = 175 
MPC = 4177 

SET 37 = 2u1 THRU 287 
OUT PUT 

VECTOR = ALL 
SPCFUHCES = 37 

s THIS EaawLE ASSUMES FOUR CONNECTION 

SWCASE 100 
LOAD = 5 1  

SUBCASE LO(, 
LOAD = 371 

SuHCASE 300 
LOAD = be 

LOAD = 331 
SUBCASE Suo 

METHOD = usu 
BtGXN UULK 
S (BULK u A T A  OECK GOES HEr(E) 
ErrODA 1 A 

% DEGREtS OF FRtEDOM. 

SUBCASE 4UU 

6-7-8-9 ) 

Figure 2. Typical deck setrrp jb r  Phaw I .  
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MODE SYNTHESIS 

Phase I I  of the mode synthesis analysis involves generation of system dynamic characteristics through 
synthesis of component information. This is per fomid  using Rigid Format 2. Normal Mode Anslysib. 
modified by the alter package of Figuw 3. Direction is required from the user regarding compatibilit> 
relations among the various components. and selection of componcnt generallied coordinates. Uwr 
attention to certain aspects of internal data storage arrangements is required: in most cases. however. 
this is 3 trivial consideration. Since the activity involves operations on generdited. rather than 
physical. coordinates, the intuition and understanding o f  the u w  become much more necessary than 
in a normal study. Further. component coupling is accomplished by imposing transform?, developed 
from physical coordinrrttt relationships b on the generalized cc,ordinates. 'This requires the use of sonic 
mathematical sleight-of-hand that can lead t o  contiision unless the user is alert. 

I PHASE T r O  ALTEH PACKAGE 
ALTER be f b  
I STORE COlJlPONENl PARTITXUNING VECTORS ON TEMPORARY DISK F I L E  
OuTPUT2 P O ~ ~ ~ L O C ~ ~ T R U N K ~ ~ ~ ~ / C ~ N ~ - ~ / ~ ~ Y ~ H ~ L D = ~ ~  
OUTPUT2 P D ~ ~ ~ L O C L I T R U N K ~ O , / / ~ , N , ~ / V I V I H O L D  0 
% INSERT ADDITIOhAL -0UfPUT2- STATEMENTS 
% UNTIL ALL COMPONENTS ARE TREATED 
IhPUTT2 /',r,,/C,N,=l/VtY,HOLD I 
PARAM //C,~,NOP/V,N,tRUE=-1 S 
% PARAMEWt K IS COMPONENT LOOP COUNTER 
PAWAM //C,N,SUd/VrN,K/VIY,NCOMP=l/C,N,l 0 
PURQE SUMK e SUMM e SUWC /TRUE S 
Ir*PUTTl / , , o , / c e b 4 , - 1  0 
JUMP lop1 s 
IkPUTT2 /~UMK,SUMMrSUMCr,/C,IJ,O/VoY,XTRA=13 Y 
I LOOP O V t H  ALL SUbSTRUCTUWES, TRUNCATING COMPONtNT D A T A  AIdD 
% MEWGING TO FORM UNCOUPLED SVSTtM MATRICES 
LABEL 
: IrPUT 12 
IbiPUTT1 
PARTN 
PAfiTN 
PirRTN 
MtRGL e 
ADD 
EJUXV 
MtR6E t 
ADD 
E W I V  
MLRCE e 

ADO 
EuUIV 
PARAM 
CON0 
H t f  
LABLL 
CHKPNT 
PAHAM 

. . . . . . . .  .. -.".... I , .  . . . . . . . . . . . . . . .  ......... ... . . . . . . . . .  ......... . . . . .  

- .  '-:m .....-. "-..I. I . . ,.I---- ~ -. 
... ......... . . . . . .  ~ 2- 7 i- 

... .. . ....... 
" 5  ' 7 . ".'-' 

.,.-, ,..- 
-.I.- .11.1-. 7 C . , .  -."-. T",' -.,.--..,.-I.,. _,.." -..,. I""""' ......-. 

'-- "'"-y -'-'--,' -.. .....-. 7" - .-~ -11- _- .P ,,, ,._ .-.,..--., 
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LAdEL PtWfL * 
USLT,BISUMM/HAA % HEOUCED SYSTEM MASS h A T H l X  

Figure 3. Phase I I  alrer package (concluded). 

All component data required for mode synthesis is. at the beginning of Phase 11. contained on a 
:User Tape in a sequential manner. In most caws. the number of component generalized coordinates 
;,(modes) t o  be used in the synthesis task will he less than the number provided through the individual 
!component analyses of Phase 1. The user identifies the modes to  be used by supplying partitioning 
vectors for each component. 

The key t o  the mode synthcsis task is the compatibility relationship among the interface 
;coordinates. expressed in the following equation: 
I 

! 

I 

4 

are the interface coordinates for coniponent i and S. is 3 transformatinn employed to 
I 
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express the interface motions of all components in a common coordinate system. In matrix form, this 
becomes 

[ S  : s  : . . . : s . 1  
1 .  2 -  * I  

= O  

To represent this relation in terms of component generalized coordinates, a modal transformation 
is imposed, which yields 

1s,:s, I... . . s.1 
1 & .  . J  

: ($2) : 
- c .  ...................... .. . . .  . . .  .. . . . . . . . . . . . . . .  

For simplicity, the compatibility equation (Eq. 3) is rewritten as 

[AI (9) = o  

( 1 )  
q ..... 
($3 
. . . .  

. . . . .  
ci) 

9 
. . . . .  

( 3 )  = o  

( 4 )  

Motion at  the interfaces is redundantly defined in the above equation. A set of dependent coordinates 
must be identified such that they are equal in number to  the excess interface coordin.ites, which. in 
turn. are equal in number to  the compatibility equations. The choice is essen:ially arbitrary, cAcept 
that for d singular system an appropriate set of rigid-body modes must be retained as independent 
coordinates for reasons explained below. This set must be adequate t o  supply rigid-bady motion in all 
directions that are singular i:i the complete structural system. The compatibility equation is 
partitioned inio dependent and independent coordinates: 

348 



h e  relationship between dependent and independent coordinates is thus 

ht is apparent from Eq. 6 that the dependent coordinates must be chosen so that [AD] is 
;onsingular, and hence invertible. The full set of generalized coordinates can now be defined in terms 
,of the independent coordinates. 

This equation supplies the necessary coupling of component generalized coordinates required to define 
the behavior of the full structural system. Letting 

I 
[ p ]  = . . . . . . . . . . .  

[4AD1-1 [ A I j  

the uncoupled component generalized mass and stiffness matrices are transformed into coupled system 
matrices. If the assembled uncoupled matrices are [ I and [k 1 where 

..................... 

.................... . .  
* .  . . .  

. *  . *  .................... 
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then application o f  the transformation results in 

[MI = lP IT  I m l  IPI 

where [MI and IK] are coupled system mass and stiffness matrices in terms of the independent set of 
genei;!ized coordinates. These are used in the eigenvalue extraction to acquire system riiodel data. The 
mode vectors obtained are the system vibmtion modes, expressed in terms of the independent 
component generalized coordinates. 

The system mode vectors are expanded to  include the dependent generalized coordinates and 
stored, along with the elqenvalue table and system generalized mass matrix, on another User Tape. 
Thesedata are accessed in V w e  111 for purposes of recovering mode data in component physical 
coordinates. 

Each component generalized coordinate is representic! in the NASTRAN analysis by a scalar 
point. In addition,the interface degrees of freedom are mapped on a one-to-one basis on another set of 
scalar points. It is advantageous to  employ a numbering sequtnce that can be used to  distinguish easily 
between those scalar points representing component generalized coordinates and those representing 
interface degrees of freedom. The numbering scheme for the scalar points is arbitrary; however, 
partitioning vectors described below must be compatible with the internal sequence of points: thus, i t  
is desirable that some logical numbering scheme be employed to facilitate bookkeeping. Both 
component mode and component interface degree of freedom internal sequences cannot be altered 
from the Phase I condition. Regardless of what scalar point numbering scheme is employed. 
compatibility with these sequences must be maintained. Note that, if  necessary, SEQGP cards can be 
used to  resequence scalar points. 

D e  definition of interface compatibility relationships. (Eq. 2 )  is introduced by nieans of 
multi-point constraint equations. I t  is the responsibility of the user to verify the coordinate 
relationships defined by the MPC equations. including any necessary coordinate transformations. The 
MPC cards supply these relationships in terms of the scalar point equivalents of the interface degrees 
of freedom. The relationships defined must he sufficient to eliminate all redundancy in describing 
interface motion. To illustrate. if  there arc n coniponents interfacing at a grid point. then there 
must be ( n  - 1 )  MPC equations supplied for every directrm in which motion can occur at that grid 
point. Within that requirement, the choice of dependent degrees of freedom is arbitrar)., since the 
actual synthesis activity does not consider the distinction. The scalar points used as iirdtpundetrr 
coordinates in the MPC' equations are placed i n  the S-set by SPC cards. This is done \olely for the 
purpose of internal bookkeeping and does not impost. any real constraint on the actual structure. The 
transform to generalized coordinates ( Eq.  3 1 is performed automatically. 

The division of component generalitcd coordinateS i n t o  indepcndent and depcndcnt sets. as 
required by Eq. 5, is done by specifying the dependent set on ( N I T  cards. The number of coordiiutcs 
omitted must be identical to the number o f  interface dependency equations defined b) MPCs. The 
specification is in terms of the scalar points representing the gcneralircd coordinates. Bawd on this \e1 

sclecticin, NASTRAN automatically pcnerrltcs the coupled system matriccs required by the eigenvalue 
module. 

I f  the full structure heinp analyxed exhibits \t:ipularities. temporary \upports should bt. \pecified 
via a SUPORT card. The scalar points that chould Iw \upported in this manner arc those that rcprcsent 
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A 
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f a set of component rigid-body modes sufficient t o  define rigid-body motion of the full structure. Note ' that the number of supports used must be equal t o  the number of  rigid-body modes of the full system. 
The normal choice of tempordry support location will be the rigibbody modes of a single component. 

It is recommended that normalization of eigenvectors be done to  a unit generalized m a s  to 
maintsir! a recognizable standard through the transformation back to physical coordinates. 

Special parariierrrs required for this phase are: 

f 
! 
t 

i 
j 

I 1. 
I ! User Tape). 

i 2. 
' 3. r 

NCOMP - The numbe, nf components in the synthesis (and for which data have bern placed on a 

PRINT -- A positive value will cause the printing of intermediate matrices. 

VECTOR - A positbe vahe  will cause the printing of a matrix containing mode vectors in 
component generalized coordinate<. 

The partition vectors required are: 

I .  TRUNKi - Identifies modes of  component i pre? .t on the User T a w  that are to be deleted 
(i.e , not used for the synthesis). M = number of .nponent i modes computed snd siored on 
the User Tape. An e!ement co r re spodng  to  a mode to  be deleted has value of 1 .  

POSi - Locates component modes in uncoupled system matrix. M = sum of all component 
modes to  be used in the synthais. Element has a value of 1 when corresponding to 3 mode of 
component i. (The sum of all POSi vectors is a unity vector. 1 

3. LOCi ~- Locates interface degrees of freedom tbi component i in truncated uncoupled mode 
vector matrix. hi = sum of all interface degrees of freedom. Element has a value of 1 when 
corresponding to  a degree of treedom of component i. (The sum of all LOCi vectors is a unity 
vector). 

References for MPC, SPC, and eigenvalue METHOD must be present in the Case Control Deck. along 
' with the titles, etc. None of the usiial output options is available in this phase. A sample case control 
; deck is given in Figure 4. 

i 

2. 

RECOVERY OF SYSTEM MODE SHAPES 

: T h e  s y s t e m  moda i  i n fo rma t ion  in physical coordinates can be recovered on a 
component-by-component basis using the DMAP sequence of Figure 5 ,  the problem tapes generared in 
Phase I ,  and the User Tape created in Phhse I I .  The User Tape contains not only the modal data but 
also the partitiofling vectors supplied in Phaxe I I  to deilne the positioning of the component 
generalized coordinates. These are applied to the system mode vector matrix to truncate it  to the 
generalized coordinates for a selected component, [q(j)]. Thc portion of the system mode shape for 
the j t h  component 1 i s  expressed i n  the component glqbal coordinate system by means of 
back-substitution. using the component mode matrix I @  

Cj) .. S 

ci) 1 ,  as a trarisformation: 
c 

1 

I 

I f  transient analysis is to be performed. these data are storrd on a User Tape for me in Phase IV. Once thr 
modal amplitudes of the physical coordinates have been determined. full use of NASTRAN's aurput 
option is available: this option permits printing and/or punching of displacements. constraint forcrs. 
internal forces, and internal stresses. 

' 
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BEGIN BULK 
S(8lJLK D A T A  DtCK GOES HERE) 
EhODATA 
16-7-6-9) 

Figure 4. Typical deck setup for Phase II .  

PARAM 
COND 
I NPUTT I 
JUMP 
LABEL 
OUTPUT 1 I 
LABEL 
OUTPUT 1 
EhO S 

Figure 5 .  Phase Ill PMA P sequewe. 
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Since this phase uses a DMAP approach, only output requests h?*,e meaning in the Case Control 
Deck and no bulk data are needed. The restart dictionary genersted in Phase I IS used, to which is added 
a last card reading; 

where n is the appropriate sequence number (see Section 2.2.1 of the NASTRAN User's Manual). A 
typical deck setup is given in Figure 6. 

n, RE-ENTER AT DMAP SEQUENCE NUMBEK 1 

R~QUES~(OPTP,~UISIVSN=YYYYY) 
R~QUEST(INPAIHOIS) RING IN 
ATTACH(UT~IYOURPEHHFILEI ID=~~U~ZZZZ)  
R~kIND(OPfPIINPlrUT1) 
A T T A C H ( N ~ ~ I N A S T R A N I S I A ~ = ~ ~ ~ ~ ~ O ~ ~ O )  
MAP(0FF) 
N15,ATTACH 
RttURN(OPTPIINP11 
EXIT. 
OMP(l00000) 
RETURN( OP I P  I 1WI ) 

ID PHASLI THH€E 
AYP UMAP 
TIME L 
%(PHASE TMHLE DMAP SEQUENCE GOES HERE) 
%(PhASE Ohrk RtSTAt4T DICTIONARY GOES HERE) 
CtND 
TATLE=DEMuNLT~RTION OF PHASE THREE OECK SET-UP 
I SPC ANC, MPC REFERENCES ARE THE SAME AS FOR PHAbE Oh€ 

1-8-91 

SPC = i 7 3  
MPC = 4177 
SET 16 = 11314 THRU 161 30135 
SET 31 = 106 THRU 1351 187 THRU 19b 

OUTPGT 

VECTOH = ALL 
SPCFUHCEb = 16 
LLSTkLbS = 31 

BtGIN BULK 
ENDDATA 
1 tJ-7-6-9 ) 

Figure 6 .  Typical deck setlct, .for Pliuse 111. 

MODAL TRANSIENT RESPONSE ANALYSIS 

' l ' k  transient response malysis via NASTRAN mode synthe5is requires user direction to mewc the  
reqiiired modal data from the m n p c m n t  partitions and then perform thc: response analysis. Sincc the 
system bcing analyzed may he quite large, oiily thwc degrees of freedom i n v o h 4  in detining external 
loadings or associated with extra points are irsed. Rigid Format 12, Modal Transient Analpis. 
modificd by the alter package of Figure 7, is uxd .  

The system mode vector matrices for each substructure, written on a User Tape in Phasc 111. are 
partitioned to extract the portions associated with externally Ioa4ed dcgrces of freedom. If  cxtra 
points are to be added a t  this stage (e.g., for nonlinear force definitions), the degrecs of frcedom 
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needed to define the relationship of the extra points to the physical structure must also be included. 
These truncated mode vector sets are merged to form a single truncated system mode matrix. The 
system modes to be used in the response analysis are selected by the user via frequency limits or mode 
count. 

354 



I 1 

I 1 
I 

I 
4 

Phase IV is similar to Phase I I  in that only scalar points are used. The scalar points reprerent all 
loaded coordinates and ali interface coordinates for extra points, if any. The numbering scheme for 
the scalar points is arbitrary; however,the pdrtilioning vector described below must be compatible with 
the internal sequence of each component, which cannot be altered. Some iogical number scheme t 9  
facilitate bookkeeping is obviously desirable. SEQCP cards nlay br used to resequerce scalar points. 

Note that no bcmdary ronditions are specified. rhey ar t  implicit in the modal information that 
will be used in me analvsis. All svstem data .we entered in terms of the physical degees nt treedon or, 
more exactiy, their scalar point equivalei~u. NASl RAN automa+ically performs the required 
transformation to modal coordinates. 

Standard NASTRAN methods for defining external loads sets are L sed. The loads are applied to 
the scalar points representing the appropriate physical degrees of freedom. I t  is the user's 
responsibility to ensure that this assignment is correctly specified as no  in'ernal check can be made. 

The interactions between- any extra points and the structure are defined by supplemmtary 
matrices added to structural mass, damping, and stiffness matrices, expanded to accommodate the 
additional degrees of freedom. These matrices are input directly via DMlC bi lk  data cards cr formed 
from transfer functions e n t m 2  via TF bulk data cards. 

There is but one special parameter required for this phase: NCOMP - the numt- r  of 
substructures in the system. Partition vectors required include: 

I .  I-OADi - Ide.itifies the degrees of freedom in substructure i to be I w d  in the transient 
response analysis. M = g size of the substructure. The element corresponding to the coordiiiate t o  
be used is given a valuc of I .  Degrees of  freedom to be loaded by external forces or that are to be 
referenced by extra points are included. 

2. ASSIGNi - Identifies the portion of retained degrees of freedom of substructure i 3 ilic 

assembled system representation. M = the sum of all coordinates in the structure to be employed 
in the transient analysis. The element corresponding to a coordinate frcm substructure i has a 
value of  1 .  

EP - Identifies pozition of extra points in augmented modz: matrices. M = number of modes 
used in transient analysis plus number of extra point;. This vector is required only if extra points 
are used. Further, extra points are always sequenced 1 s t  in such matrices. A value of 1 indica~es 
position of extra point degree of freedom. 

The h e  Control deck includes all references required IO perform a transient resporw analysis. In 
addition, output requests for solution set responses as well as applied and nonliiiear torce histories 3re 
made. ,i typici I deck setup is illustrated in Figure 8. 

3. 

RECOVERY OF PHYSICAL RESPONSES 

The response of the entire structural system can be rccovered on a ;ut:structure-by-substructurr: t&.- 
by using the DMAP sequence of Figure 9, the Phase I Problem Tapes, and the Phass !V User Tape. i r i  

solution set response matrix generated in Phase IV is pre-multiplied by the appropriite partition of !he 
system mode shape matrix to form the suhst;ucture respanse matrix. Then by using s t a n d ~ d  NASI'KAN 
recovery methods, the full complement of output options may be exercised. 

I 

i 

This phase is executed in a restart mode; consequently. the mathematical model data are available 
from the 3PTP. (The restart dictionary must be augmented as for Phase H i . )  The additional 
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OLS HERE) 

T~TLE=OEHONSf~ATION OF PHASE FOUR DECK SET-UP 
S K2PP ANLr k.'JL1HEAH REFERENCES NOT REQUIRE0 
S FOR L I l k A R  PRObLtMS. 

K2PP r *7kA 
NONLf - z 5  
OLOAO f 75 
TSTEP = 7 0  

SET ?W+ t 1 THMJ 12r501 TilHU 508 
S i  20& = 1 T H W  6 
Str a l l  = 1 THHU 12 
SET 1800 = 117r159r170r182r197 
SET 960 c 9bO THKU 969 

NLLOAU 9bo 
SDISYLACLMENT = 784 
SVkLOClTY = 208 
SACCELtRAfIOIJ = 611 
OLOAU = 1600 

OiJTPUT 

BtGIFc BULK 
%(BULK OATA O t C K  CO€S HERE) 
ENDDATA 
( b-7-8-9 1 

Figure 8. Tvpical deck setup for P h e  I V .  

informalion requireti consists solely of a partition vector, DISCARD, requiied to  idmtify the system 
modes not employed in the transient analysis. M = cumber of system modes originally found in 
Phase 11. Excluded mod6 are identified by a corresponding element value of 1 ,  

Becaue this p h s e  employs a DMAP approach, no references to boundary coflditions, etc., are 
needed. Titling and output rques ts  are chosen as the user wishes for each substructure. Output 
xlections are fL,r physical degrees of freedom and awcia ted  functions. A sample deck setup is shown 
in Figurc 10. 

RASTRAN MODE SYNTHFSIS SAMPLE PROBLEM 

The mathematical model of Fimurr: 1 1  ILS . ) e a  dewlored as an aid to demomtrat;?g ihc procedures 
associated with NASTRAN mode synthesi!.. Whi!e the sysi,m i ,  small. i t  does provide thc opportun,ty 
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SUBSTRUCTURE A 

I 

I I 
10 2 kgcm 

I 
El3 = 2.926 x 10 
W Q =  453.6 kg 

I I 
I I 

W v W 
n 

SUBSTRUCTURE B -- 1 1 1 1 
0 5.08 10.16 15.24 30.32 25413 3Ui.8 35FC 406.4 451.2 503 

em 

*-“:;ire I 1 .  Suniple pmhlem ntatlieritatical model. 

to demonstrate the majoi ilexibilities of  the technique. The problem exhibit a redundant interface. 
both free-frec and conatrained componcnt r n d t x  and nonlircar elements. 

Thc system to be analyzed consists of three uniform clastic heanis in pardlei. sonncctcd by 
spring eiemcnty. The spring connecting the upper heam to the middic one are nonlinear and cvhibit a 
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dead zone about the null deflection point. Excitation is provided by a sinusoidal force acting vwticdly 
at the end of the lowest beam. 

For demonstration purposes, the structure is modeled as two components (we Figure 1 I!. The 
first, identiiied 3s substructure A, consists of the upper and middle beams and the springs tytween 
middle bean and the lower beam. The second component, substructure B. is composed o i  ihe lower 
beam and its support springs. The component modes for substructure A are developed fa the linear 
portions of the structure only - the nonlinear portions are added when the transieci studies are 
performed. 

The first user judgment comes immediately when he must decide which component modes to use 
in the synthesis. For the trmsient response study to follow. the 30 Hz sinusoidal applied 

nominal cutoff of 300 Hz for component modes was chosen. For substnxture A this presents no 
problem - the 14 lowest frequency modes plus the three static modes are selected. For 
substructure B, however, this criterion contlicts with the distributior. of modal frequencies. Five 
vibration modes exist for substructure B that have frequencies under 300 Hz. Adding the three static 
modes gives a total of eight. However, the suhstructure only has seven independent degrees of 
freedom. The solution of the conflict was chosen to be 3 violation of the 300 Hz component mode 
criterion. For demonstration purposes. still another mode was deleted; thus the three static modes and 
three dynariic modes with a highest frequency of 33.7 remain. The rrsulting system modal frequencim 
did not show significant error until the I Ith elastic mode (70  Hz). where just under 1 5  error in 
frequency is observed. Howtier. some degradation of rrsponse accuracy results from this 
compromise modeling technique. 

The nonlinear elements between upper and middle beams are integrated with the elastic structure 
definition bv addition of extra points and use of a direct input matrix. 

Comparison of the results obtained via mode synthesis with thc. 0 acquired from the standard 
modal transient study indicates excellent correlation for component A (see Table 1 ). with errors 
limited to under 15 for displacements and accelerations and under 3''; for internal loads. The effect of 
the severe truncation of the substructure B mode set is apparent when comparing results with the 
standard study (Table 1). Displacement and acceleration values are quite good, with errors of less that1 17, 
even though the error terms are substantially larger than those for substructure A. Bending momt'nts 
and shears for the selected beam element are in error by 10.77. because the limited number of elastic 
modes used in the study was inadequate to give good representation. For the more gencrll case. with a 
great many more degrees of freedom in the substructure. it will be possible to employ d n  dequatr  
number of substructure modes to provide sufficicrl' description of elastic behavior. 

force suggests the desirability of good system definition up to about 100 Hz. Bcsed on this obj cct1ve. a 
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Table 1. Summary o f  peak responses. 

Response Quantity 

Grid 01 EL- SynlbCSiZCd 
Error % mcnt ID Quantity Standard Analysis A ~ a l y s i s  

101 DISP 4.29 429 co.01 
201 DhSP -3.10 -3.10 <0.01 
30 I DISP 1.1 1 1.1 1 0.22 
101 A c c  5 ~ 4  lo4 584 lo4 0.02 
201 hCC 7.12 x IO4 7.13 lo4 0.06 
301 ACC 1.65 lo4 1.66 x IO4 059 
51 FORCE 1.43 lo4 1.44 lo4 0.28 
53 FORCE 458 lo4 458 lo4 0.02 

3 SHEAR 1.16 x IO4 1.15 lo4 0.80 

IO SHEAR 6.65 lo3 6.78 lo3 1.91 
31 ( B W A  0 0 - 

3 (BW, 1.49 lo5 1.48 lo5 0.29 
3 (BW, 6.60 lo4 6.60 lo4 0.06 

IO (BM)h 4.10 x IO5 3.97 lo5 2.95 
10 (W, 458 x IO5 4.72 lo5 2.95 

31 ( B W ,  1.31 x IO6 1.17 x IO6 10.7 
31 SHEAR -5.25 lo4 4.69 lo4 10.7 
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APPLICATION OF NASTRAN TO 

PR OPELLER -INDUCED SHIP VIBRATION 

By A t i s  A .  Liepins 
Littleton Research and Engineering Corp. 

John H. Conaway 
Control Data Corporation 

SUMMARY 

An application of the NASTRAN program to the analysis of propeller- 
induced ship vibration is presented. 
model, the computitional procedure, and experience. 
enhanc ement : i re  s ugg e st ed. 

Described a r e  the essentials of the 
Desirable program 

INTRODUCTION 

The pr>peller, operating in the uneven wake of a ship, generates har- 
monic forcts wnich a r e  transmitted to the hull partly through the shaft and 
partly through the water as hull surface pressures. The frequency of the 
propeller forces is determined by the number of blades 
the revolving speed of the shaft. For modern commerciai ships this fre- 
quency is, a t  f u l l  power, in the range of 5 to 15 Hz. 
quency of these ships is of the order of 1 H z  or  lower. 
excitation is of high frequency relative to the fundamental of the ship. The 
response of the ship to this excitation can be expected to be found primarily 
in complicated modes that a r e  far above the fundamental. 

n the propeller and 

The fundamental fre- 
Thus, the propeller 

The concern about proI;,ller-induced vibration is seldom for its effect 
on the ship’s structural integrity or fatigue, but rather for its effect on the 
habitability of crew quarters and the excessive wear of propulsion machinery. 

he prediction of vibration levels is  thus of considerable importance in sh ip  
iesign, but it has been and continues to be a difficult problem. 
levels have bec 
hear-$ ( R - f .  1 and 2). 
b ;  .. 

Vibration 
-redicted from models which idealize the ship as  a system of 

Although these models can handle the beam-type vibra- 
6 . hull >nd the propulsion shaft, the finite-eleme9t method is  
.- * \  - . E . )  the vibration of m3re localized structures such a s  the 

.i L f  . haft bearing supports, and superstructures a re  also to be 

i 
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predicted (Ref. 3). 
the finite element models tend to be large. 
problem because of i t s  ability to handle large models. 
.chwendler NASTRAN available a t  Control Data Corporation Data Centers was 
used. 
ccrrent.  

Because of interest  in relatively high frequency response, 
NASTRAN was selected for this 

The MacNeal- 

At the time that the computations were  performed, Version 13 was  

MODEL 

The model is expected to represent  the major types of ship vibration 
These inc.lude the hull vertical  bending, la teral  bending coupled modes. 

with torsion, and longitudinal extension (accordion type); 
nal, vertical and la teral  modes; the vertical motion of the double bottom and 
i t s  interpction with the shaft longitudinal modes; and the motions of the super- 
structure.  The torsional modes of the propulsion shaiting and machinery 
a r e  of little importance to hull vibration and a r e  not included i n  the model. ' 
The loca! motions of the decks and shell  panels a r e  a l so  excluded. In the 
operating frequeilcy range the l c  a r e  typically a dozen vertical, four or  five 
lateral-torsional, one o r  two longitudinal hu l l  modes and several  shafting 
modes. 

the shaft longitudi- 

The s t ructure  and weight distribution of thz ship a r e  nearly symmetr i -  
cal  about the Lngitudinal center  plane. 
were ignored and only one-half of the ship (the port side) was modeled. 

The minor asymmetr ies  that exist 

Approxiniately, the forward thiyd of the ship was  modeled a s  a bcam 
This gross  simplification of the s t ructure  is justified because i t  is (fig. 1). 

far  removed from t h c  excitcstion and generally experiences low levelr sf vibra- 
tion. 
and 3). 
waF determined largely by the decks and the double bottom. 
spacing was  detcrmirled by the location .of longiti?dinal girders and bulkheads, 
and the attempt to limit the a c w c t  ratio of triangular and quadrilateral  ele- 
ments to 2.0. The 1ongitt.c ., s ~ a c i n g  varies.  Below the second deck .Ind 
aft of FR 106, the longitudino, prid spacing i s  the finest. At shaft support 
structures each f r a m e  was represented. 
three frames were lumped. In the engine room the longitudinal spacing was 
a l so  determined in part  by the depth of the double bottom. 
deck and forward of the engine room, the grid spacing w a s  determined bv the 
location of major t ransverse bulkheads and ' h e  expected wavc length of v c r -  
tical vibration a t  a irpqucncy corresponding to 150% of full power R P M .  This 
resulted i n  the lumping of four to a~\: f rames.  

The remaining s t ructure  was represented in three dimensions (figs. 2 
In the t h r i e  dimensiolial par t  the  vertical  spacing of t!ie grid points 

The lateral  

A u  ~y f rom these s t ructures  tw.0 or 

Above the second 
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The center shaft is raked and the wing shafts a r e  raked ar_d splayed. 
For these reasons the grid points of each shaft were re fer red  to a special  
coordinate system. 
ity of major machinery items such a s  boilers,  condensers, turbines, and 
reduction gears.  

Grid points were  a l so  assigned to the centers  of grav- 

The shell  plate, double bottom, decks, bulkheads, t ransverse dia- 
phragms (floor) and major machinery foundations were  modeled with triangu- 
lar and quadrilateral  membrane elements CTRMEM and CQDMEM1. The 
CQDMEM1 element was selected because of i ts  linear s t ra in  gradient (Ref. 4). 
Membrane elements rather than p!ate bending elements were used since, in  
vibration, the principal action of these s t ructures  is in their  plane with negli- 
g ible bending . 

Shafts, longitudinal girders ,  f rames ,  and columns were modeled with 
CBAR elements. 
resented by CONRODs. 
ments RBEl and spring elements CELASZ. 

Stiffeners and flanges of machinery foundations were  rep- 
Shaft bearings were represented with rigid ele- 

The m z s s  of the ship for  vibration purposes consists of the s t ructure ,  
machinery, outfit, liquids in tanks, s tores ,  cargo, and the added m a s s  of 
water associated with vibration i n  the vertical  and horizontal directions. In 
the forward part of the ship, represented by beam elements, mass moments 
of inertia, as well as masses  were  assigned to  grid points. 
plished with CONM1 elements. CONMZ elements were used for machinery 
i tems, outfit, liquids in tanks, and stores.  
for the added mass of water. The s t ructure  weight geners tor together with 
a n  adjusted mater ia l  density was used to compute the s t ructural  weight. 

This was accom 

CMASS2 elements were  used 

Multipoint constraints were  used to connect the beam part  of the ship 
hull model to  the three-dimensional part ,  to connect the centers  of gravity of 
major machinery items to the ship's s t ructure ,  and to transfer moment f rom 
a beam element into the plane of a membrane element. 
used to interpolate displacements a t  grid points which,: i f  connected by mem- 
brane elements, would result  in too k r g e  aspect ratios o r ,  if not connected, 
would resul t  in gaps between membrane elements. 

MPCs were a l so  

Single point constraints were used to  eliminate s i n g u k r  displacement 
coordinates and to  specify symmetry and antisymmetry conditions on the celi- 
t e r  plane. 

T I  &..= model consisted of 1657 grid points connected by 5667 elements, 
approximately evenly divided among CBAR, CONROD, CTRMEM and 
CQDMEM1 elements. The coordinates and constraints of the symmetr ic and 

t 



antisymmetric models a r e  summarized below: 

Symmetric Antisymm etr ic  

Mu 1 tipoin t con s t rain t s 3 32 328 

Single point constraints 4,104 4,254 

Unconstrained degrees  of freedom 5,506 5,360 

Dynamic degrees of freedom 258 228 

COMPUTATIONAL PROCEDURE 

F o r  debugging purposes the model was divided into three  sections: 
forebody, superstructure,  and engine room. 
of FR 106, the superstructure  aft of FR 106 and above the second deck, and the 
engine room aft of FR 106 and below the second deck (See f ig .  1). Since 
there  is interest  in  the modes of the engine room section when i t  is supported 
at  its periphery, this division is logical. 

The forebody extends forward 

The debugging of each section proceeded a s  follows using Rigid F o r -  
mat 3: 

1) Data  e r r o r s  were  corrected and a half a dozen undeformed 
geometry plots were  made. 
i f  necessary,  the geometry and connectivity corrected.  

The plots were examined and, 

2 )  The BANDIT (ref. 5) program was used to resequence grid 
points. 

3)  The stiffness and mass matr ices  were hssembled. The 
total mass i n  each of three d i r  x t ions  was computed and the 
GPSP table, corresponding to the case of no single point 
constraints, was printed. 
execution stopped af ter  the GPSP table. 

This run was checkpointed and 

4)  The s t ructural  weight a s  computed by the s t ructural  weight 
generator was brcught into agreement with the section 
weight information by adjusting the  density of the  material .  
The singularities in the GPSP table were examined and for 
each singularity a single poi9t constraint coded. 
lem was restar ted and mode shapeR were  computed. For 
the f i r s t  few modes the forces of single point constr, int were 
also computed. 

The prob- 
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5 )  Modes were exarr.ined for "soft spots", that is, coordi- 
nates with low stiffness and/or Large mass  concentra- 
tion. 
against nand calculations, preliminary computer calcu- 
lations, and general experience. I 4  necessary, stiffness 
and/or mass connectivity was changed to improve the 
model. 
ed for their reasonableness. 

The frequencies of some modes were checked 

The single point constraint forces were inspect- 

Next the three sections were merged and the debugging steps 1-4, 
f h e  BANDIT run for the merged used for each section, were repeated. 

model resulted in a banaividth too large for NASTRAN. Apparently, this  was  
caused by the large number of multipoint constraints. Since the multipoint 
constraints generally involved coordinates a t  three grid points, a dummy 
triangular membrant element CTRMEM w a s  coded for each multipoint con- 
straint. BANDIT then produced a resequence, which resulted in 294 active 
columns and a bandwidth of 19. 
NASTRAN r u m .  

The dummy CTRMEMs were not used in 

To insure that the more than 4CdO single point constraints would sup- 
press  a l l  singular coordinates but r.ot destroy rigid body modes, the model 
was subjected to static enforced displacements. This was done through the 
SPCD cards. The same caordinates which later in  modal extracti m were 
specified on the SUPORT card were forced to displace so as to produce rigid 
body motions of the moael. 
symmetric mode! by uaing Rigid Format 1. 

This calculation was  f i rs t  performed on the 

After the symmetric m 9 e l  had passed the enforced rigid-body dis- 

Fo r  ea--h mode 
placemer.r check, the problem was restarted in  Rigid Format 3 and 63  mode 
shapes were computed in the frequericy range 0 to 20 Hz. 
shape five plots were produced: 

1) An elevation view a t  the center plane of the engine room 
and s uper s t r uc tur e, 

2)  An elevation view of the center plane of the forebody, 

3 )  An =levation view of the center shaft, 

4 )  Elevation and plan form views of the wing shaft. 

"epresentative mode shape plots a r e  shown in  figures 4, 5, 6 and 7. 

Largely a s  a result of the thorough checking of the three sections and 
the enforced rigid-body displacement check of the merged model, the modal 



extraction run was immediately successful. 

The problem was then restar ted into Rigid Forma t  1 and the anti-  
symmetric enforced rigid b ,dy  displacements were  calculated. 
necessary since the symmetr ic  and antisymmetric multipoint constraint se t s  
were different, and resulted in different grid point 6ingularity tables, and 
therefore different single point constraints. 
symmetric model was restar ted into Rigid Forma t  3 and 64 mode shapes in 
the frequency range 0 - 20 Hz were  computed. 
a r e  difficult to plot,only one plot, a fore  and aft  view a t  F R  106, was produced 
for each mode shape. 

This was 

Subsequent to this check, the anti- 

Since antisymmetric modes 

The-running t imes,  in ARUs (&plication - Resource Units, - a billing unit 
for  the CDC 6600 computer) for  the symmetri-  -nd antisymmetric mode ex- 
tractioi: runs were  as follows: 

Input/ Central  Total 
ARUs - Output ARUs PruLzssor ARUs 

Symmetric modei 11,690 18,518 26,674 

A ntisymmetr ic model 8,366 14,187 19,959 

The ARUs for the major modules i n  the case  of the symmetr ic  model 
were as follows: 

Input/ Central 
Output ARUs Processor  ARUs 

SMA 1 418 975 

MCE2 147 888 

SMPl  4,925 9,328 

SMP2 1,959 3,975 

READ 197 832 

SDRl 824 1,428 

The above table indicates that the most  time-consuming operation i s  
the condensation of stiffness and m a s s  matrizes.  

Response to harmonic propeller excitation was calculated at 65 fre-  
This was done by restart ing quencies in  the frequeilcy range of 0 -20 Hz. 

the checkpointed mode shape runs of Rigid Format  3 int3 Rigid Format  l i .  
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R;gid Format 11 was altered with RF11/15 (Ref. 6) to suppress the calc-da- 
tion of single point constraint forces. 
superposition and the same damping value was  used for ~ 1 1  modes. 
sponses for the following loadings were calculated: 

A l l  computed modes were used in the 
Rep 

1) The response of the symmetric model to the symmetric 
load components of the center propeller. 

2 )  The response of the symmetric model to all load com- 
ponents of the wing propeller. 

3)  The response of the antisymmetric model to the anti- 
symmetric load component of the center propeller. 

4) The response of the antisymmetric model to a l l  load 
components of the wing propeller. 

In each of the above four cases, displacements were calculated and 
plotted a t  the propellers and several  locations on the shafts, major miichine- 
r y  items, the bridge deck, and in the crew quarters. This resulted in 45 
symmetric and 23 antisymmetric response curves. A typical response plot 
of displacement and phase is shown in figure 3. 

The response calculation times for oap:i of the four loading cases were 
5536, 5458, 5006 and 4796 ARUs. Approxifix-tely 55 percent of the above 
ARUs were spent in  recovering the dependent components of displLcements. 

CONCLUSIONS AP;D TbESIRED ENHANCEMENTS 

NASTRAN wag succestfully applied to the pyoblem of propeller -ir.d:iced 
ship vibra1.c.n. 
plished except those associated with damping. 
dissipate energy through structural damping and viscous dashpots. These, 
however, could not be handled in .zn economic way, within the computational 
procedure described above, with Rigid Format 11 and the published RF AL- 
TERS (Ref. 6). 

A l l  goals set  a t  the beginning o f  the analysis were accom- 
It w a s  intended tha? the model 

NASTRAN's ability to handle the model without substructuring wa, 
especially advantageous. 
perience with a previous ship vibration analysis, i n  which the logistics of t h e  
substructuring process were found to be time consuming. However, use of 

The aversion to substructuring rssulted from ex- 
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the new MacNeal-Sckwenciler NASTRA N s uperelement capability, which sim- 
plifies the substructuring procees considerably, should receive co-aideration 
in future ship vibration analyses, 

*. 
,' I 

A s  a res& of this computational experience, the iollowing program 
enhancements are  s vggested: 

1) toding a large number of single point constrairts tc 
eliminate singular displacement coordinates for a 
three -dimensionrl model with complex geometry ax' 
connectivity is a time-consuming and error-prone prc- 
cess. 
singular coordinates would be desirable. 
not result in blind t r u s t  in the program if all 9ingula.r- 
i t ies removed by the program arc? printed. 

An option to instruct NASTRAN to remove all 
This need 

t 2)  The singularities in  the GPSP table can be unreliable 
when displacement coordinates and grid point geomet- 
r y  a r e  referred to a special coordinate system. T k ~ s  
deficiency should be corrected. 

2 )  An autom-itic grid reeequencing option within NASTRAN 
would be desirable. 
computational process. 

This option would streamline the 

4) Rigid Format 11 automatically recovers the dependent 
coordinate displacement responses. In the present 
analysis there was no interest in the responses of the 
dependent coordinates, but more computer time was 
spent in their recovery than in computing the response 
of the independent coordinates. It is suggested that 
a n  option be included in Rigid Format 11 to avoid this 
c omputa tion. 

5 )  Upon restarting, changes in m a s s  connectivity and ma- 
terial  denei t j  on the MAT1 card result in the recompu- 
tation of h e  unconstrained stiffness matrix KGGX. 
this ana lys i s  i~ considerable amount of computer, time 
could have be*:? saved i f  mass  changes did not cause the 
recomputation c?f the stiffnesL matrix. 

In 

6 )  It would be desirable to have structural dampir.g (i. e.,  
proportional to displacement and independent of f r e -  
quency) in  Rigid Format 11. 
h'anuai (Ref. 7) descrihes the TABDMPl card as 

Although the User's 



"Structural Dampingv1, it is used as viscous modal damp- 
ing as indicated by the equations in Section 3.12.2 of the 
User's Manual. The published ALTER RF 11/4 (Ref. 6) 
inserts structural damping into Rigid Format 11. This 
ALTER worked successfully when tested in a cold start 
sample problem, but failed in the computational procedure 
de .  Gribed in the preceding section. 

Aany restart failures were experienc 4 during this analysis. Some 
failures were due to acknowledged program errors. Others resulted from 
the use of multiple restarts in conjunction with published Rigid Format AL- 
TEI?S. 
dynamir-ist to compute effectively with NASTRAN, access to an analyst, 
knowledgeable in NASTRAN restart logic, is essential. 

These restart failures demonstrated that in order for the structural 

. 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

REFERENCFS 

McGoldrkk, R. T., "Ship Vibration", David Taylor Model Basin 
Report 1451, December 1960. 

Reed, F. E., "The Design of Ships to Avoid Propeller-Excited 
Vibration" SNAME, Vol. 79, 1971, pp. 244-296. 

Restad, K., et al, "Investigation of Free and Forced Vibrations 
of an LNG Tanker with Overlapping Propeller Arrangement'' 
SNAME, Vol. 81, 1973, p ~ .  307-347. 

Adelman, H. M., et al, "An Isoparametric Quadrilateral Mem- 
brane Element for NASTRAN", in NASTRAN: Users' 
Experiences, NASA TM X-2639, Sept. 1972, pp. 315-336. 

Everstine, G. C., "The BANDIT Computer Program for the 
Reduction of Matrix Bandwidth for NASTRAN", Naval 
Ship Research and Development Center, Report 3827, 
March 1972. 

Joseph, G. A. ,  MSC/NASTRAN Applications Manual, The 
MacNeal- Schwendler Corporation, November 19 72. 

McCormick, C. W., The NASTRAN Users' Manual, NASA 
6'1>-222(01), June 1972. 

C- 'i 369 

I 



Y 
0 w 
0 

w e 
3 

a 

e 

0 
- 0  

IN F 
I L 

P " t  

370 







- 

FIGURE 4. AFTERBODY ELEVATION ON CENTER LINE, 
SYMMETRIC MODE 12, 5 .76HZ.  

FIGURE S. FOREBODY ELEVATION ON CENTER LINE, 
SYMMETRIC MODE 16, 6 . 9 0 H Z .  
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FIGURE 6.  CENTER SHAFT ELEVATION, 
SYMMETRIC MODE 16, 6 . 9 0 H Z .  
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FIGURE t. WING SHAFT PLAN VIEW, SYMMETRIC 
MODE 30, 1 0 . 9 6 H Z .  
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TRANSIENT ANALYSIS OF BODIES VITH 

MOVING BOUNDARIES USING NASTRAN 

John W. Frye 

Naval Underwater Systems Center 

SUMMARY 

1 

r 
I 

A scheme i s  presented which allows the modeling o m  a movllig boundary w 
NASTRAN NOLIN cards. Various aspects and l im i ta t i ons  o f  the approach are 
explained. Recomnendations are given as t o  the procedure t o  be used i n  imple- 
menting the method. 

th 

INTRODUCTION 

Situations occasionally ar ise when the boundary conditions of a theoret ical  
model change as a r e s u l t  o f  the response of the model. The case under consider- 
a t ion i s  that  where the boundaries o f  the model move as a funct ion o f  r i g i d  body 
displacement. The problem which motivated the development o f  the technique which 
we are presenting i s  t ha t  o f  a shaft  under both ax ia l  and transverse loading moving 
between two stat ionary bearings. Figure 1 i s  a diagram o f  such a shaft. 

The reactions a t  the bearings are dependent cin the applied loadings and the 
i n e r t i a l  forces generated by transverse motions of the shaft. The applied loadings 
are known beforehand. The i n e r t i a l  loadings o f  the shaft  are unknown since the 
transverse motion o f  the shaft  i s  an unknown. Therefore, the reactions of the 
bearings cannot be predetermined before the s t a r t  o f  the analysis. 

Constraints cannot be d i r e c t l y  applied t o  the model t o  account fCrr the 
bearings since such constraints would be useful f o r  only a short t ime o f  the 
analysis covering a small ax ia l  displacement o f  the shaft. 
the problem by d iv id ing the t o t a l  time o f  the analysis up i n t o  many small t i n e  
increments each w i th  a di f ferent constraint  condition. The idea here would be t o  
s t a r t  the analysis wi th  the bearings i n  one posit ion; run the problem for a short 
time; stop the analysis; change the constraints; and r e s t a r t  the problem w i th  
i n i t i a l  conditions equal t o  the state o f  the model a t  the end of the f i r s t  t h e  
segment. This process i s  repeated u n t i l  the shaft  has moved as f a r  as desired. 
This technique, while being possible, i s  awkward from the standpoint o f  data 
handling, the number o f  runs required, and the t o t a l  number o f  days needed t o  
obtain an answer. 

It i s  possible t o  solve 

SYMBOLS 

a 

F1’ F2 

d I .:tance between g r i d  points 

nonlinear loads a t  g r i d  point  accounting f o r  moving boundary 
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Fx( t ) ,  Fy(t) applied time dependent ax ia l  and transverse loads 

i index number of g r i d  po int  

K maximum slope o f  nonlinear loading curve 

s t i f f  ness o f  bearing KB 

S scale factor 

g r i d  po int  ax ia l  and transverse displacements uxs uy 

X I  Y ax ia l  and transverse coordinates o f  model 

5 in tegrat ion var iable i n  ax ia l  d i rec t i on  

DISCUSS ION 

The approach which accounts f o r  the moving bearings treated the bearings 
as s t i f f  springs which moved along the model o f  the shaft  as the shaft  moved wi th  
respect t o  the bearings. These springs were fabricated a r t i f i c i a l l y  by the use 
O F  the nonlinear load option i n  NASTRAN. Each g r i d  po int  along the shaft  model 
over which the bearings could pass had two nonlinear loadings applied t o  i t  for 
each bewing. 
on the shaft  mode;. 

Figure 2 shows a diagram o f  these loadings f o r  a typ ica l  g r i d  po int  
For s imp l i c i t y  we consider the case o f  only one bearing. 

The force F2 i s  shown as a pos i t ive ramp function w i th  a slope equal t o  the 
bearing st i f fness and i s  a function o f  the displacement ux of the shaft. The 
second force F1 i s  shown as a negative ramp function w i th  a slope equal t o  the 
bearing s t i f f ness  and i s  a function o f  the shaft  displacement ux added t o  the 
transverse def lect ion of the g r i d  po int  u Note here tha t  since u i s  several 
orders o f  magnitude smaller than ux, the magnitude o f  ux + u i s  mainly determined 
by ux alone. Both F1 and F2 are zero u n t i l  ux i s  greater than xi-l, the distance 
f r o m  the bearing a t  the s t a r t  o f  motion t o  g r i d  point  i-1. 
and opposite and, hence, negate each other when ux i s  greater than xitl , the 
distance from the bearing a t  the s t a r t  o f  the motion g r i d  po int  i + l .  Therefore, 
the loadings F, and F2 add t o  zero a t  a l l  times except those times when the 
bearing i s  between g r i d  points i - 1  and i + l .  

Y' Y 
Y 

F1 and F2 are equal 

Now consider a case when the bearing i s  between g r i d  points i -1  and i + l .  
Figure 3 i l l u s t r a t e s  such a condition. 
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a As can be seen, the net load on the g r i d  point i i s  equal t o  -Ku which i s  a -? Y 
restoring force proportional t o  the bearing spring constant and the l a te ra l  
def lect ion o f  the shaft a t  i. Thus, the combination o f  two nonlinear loadings a t  
i resul ts i n  simulating a bearing spring which turns i t s e l f  on when the bearing 
i s  i n  the v i c i n i t y  of g r i d  point  i and turns i t s e l f  o f f  when the beariRg i s  out- 
side the v i c i n i t y  o f  g r i d  point  i. 

-Kg(2a - E ) *  
2a F =  

It i s  possible t o  al low the spring constant of the bearing t o  vary as a 
function o f  i t s  distance from a g r i d  point. There i s  some advantage t o  t h i s  
since when a bearing i s  between two g r i d  points, i t s  s t i f fness  ought t o  be shared 
i n  some way by the two g r id  points. See f igure 4, 

bearing i s  d is t r ibuted i n  proportion t o  tha t  o f  a load shared between two ends of 
a pinned ended beam. To establ ish the loading curve f o r  t h i s  kind o f  st i f fness 
sharing scheme, notice that  

5 

i 
i 

We have used the proportional sharing scheme where the s t i f fness of the 

X 
KB(2a - x ) ~  

2a 
KBa + - * K,c - 2 J 

a 

dF a (2) dF = KdS = 

From (1) noting F = 0 a t  6 = 0 . 

aF -t 0 
ax a t x = O  

a t x = a  

a t x - a  

From (2) noting F = KBa a t  x = a 
2 
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1 

I 

a t x = a  

F - T  KBa a t x = a  

Equations (3)  and (4) establ ish the shape o f  the loading functions f o r  

Figure 4 shows a p l o t  o f  the nonlinear load function for  

The scheme depends completely on accurately determining the difference 

the proportional st i f fness loading scheme. Other s t i f f ness  sharing schemes 
could be devised and t h e i r  loading curves eas i ly  arr ived a t  i n  a s im i la r  manner 
t o  t ha t  shown here. 
the proportional s t i f f ness  sharing scheme we use-', 

between the quant i t ies K(ux + u ) and Kux. Theoretical ly, t h i s  presents no 
d i f f i c u l t y .  
u 
f icant f igures using single precision arithmetic. 
ari thmetic i s  used, there w i l l  come a point  where large values o f  ux s t a r t  t o  
degrade the numerical accuracy o f  the di f ferencing operation K(ux + u ) - Kux- 

Y 
I f  the value of ux i s  s i x  o r  seven orders o f  magnitude larger than 

a numerical d i f f i c u l t y  arises since a computer may only work t o  eight s igni-  
Y' 

Even i f  double precision 

Y 

There i s  a way around t h i s  numerical d i f f i c u l t y .  The object ive of the 
di f ferencing operation i s  t o  obtain the quanti ty Ku,,. 
mu l t i p l i ed  by a scalar constant the di f ferencing oberation remains unchanged. 

I f  the ux quant i ty i s  

Y 
K(su, + u ) - KSU, = KU 

Y 

Here u was mu l t i p l i ed  by the scalar s. To remove the numerical d i f f i c u l t y ,  
the sctflar constant i s  assigned such tha t  ux i s  no more than thren o r  four 
orders of magnitude greater than vdlltes o f  u which can poss b l y  be o f  interest .  
sux cannot be too small o r  else the larger v a l w s  o f  u w i l l  s t a r t  t o  affect 
the f i r s t  few s ign i f i can t  f igures o f  the quanti ty sux + u This would r e s u l t  
i n  inaccuracies i n  the determination o f  the spring constant since the spring 
constant should be a function o f  ux only and not sux + u Thus, some judgment 
must be used i n  the determination of s; that  i s  t o  say i t  cannct be made some 
very small number without considering the values which u are expeczed t o  be i n  

Y 
Y 

Y '  

Y '  

the neighborhood of a bearing. Y 



When using the scalar m u l t i p l i e r  the n o n l i n w r  loading diagram changes 
such that  the nonlinear loads s t a r t  t o  act  a t  sxi-l rather than a t  si- , since 
the lock up funct ion o r  independent variable i s  sux rather than ux. F gure 5 
shows the forcing function set up using the scalar mu l t i p l i e r .  

I 

\ 

The equation f o r  the nonlinear load as a funct ion o f  sux o r  sux 
becomes 

sKgx2 
F=za 

Different iat ing wi th respect t o  sx y ie lds  

dF d 
dsx dsx 2sa a 

dsx dsx 2sa 1 l2 (2as,- sx) I = KB (2a - x )  
- ‘B ,sa a 

+ u now 
Y 

O < x < a  

The slope o f  the nonlinear force curve w i th  respect t o  the scaled 
coordinate remains the same as the slope o f  the force curve using an unscaled 
coord i na t e  . 

Figure 6 shows a typ ica l  r e s u l t  for  the transverse displacement o f  a g r i d  
point  i n  the analysis o f  a shaft moving between two bearings. The resul ts  show 
the expected suppression of transvo;.se displacement whi le the bearings are i n  the 
v i c i n i t y  o f  the g r l d  point. 

The appl icat ion of nonlinear loads raise; questions :is t o  the numerical 
s t a b i l i t y  of the solution. The ncnerical s t a b i l i t y  w i l l  depend on thc time step 
used and the maximum slope of the nonlinear force curves. 
i s  a r i g i d  one, some compromise must be made on the st i f fness o f  the moving 
boundary. An i n f i n i t e  s t i f f ness  w i l l  aiways r e s u l t  i n  an ,.istable condition. 
I n  our case, we ran several short problems with our model using what we considered 

I f  the moving boundary 

L 

t as a reasonable time step. We reduced the slope o f  the nonlinear load curves 
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u n t i l  we obtained a stable solut ion and then reduced the time step u n t i l  the 
solut ion appeared reasonably converged. This t r i a l  and error  aporoach may not 
always work out, but it d id  i n  our case. We were able t o  a r r i ve  a t  an acceptable 
time step and loading slope w i th in  a few days. It i s  best when set t ing up the 
tables f o r  the loading curves t o  set the maximum slope i n  the tab le t o  un i ty  and 
t o  use the NOLIM cards t o  scale the slope. Thus, the maximum slope values w i l l  
appear d i rec t l y  on the NOLIN cards. The tables are tedious t o  construct as there 
i s  a table f o r  each g r i d  point  on the model over which the moving boundary must 
pass, whereas it i s  re la t i ve l y  easy t o  change the slope values x the NOLIN cards. 

I f the time steps are large, the slope o f  the nonlinear load curve must be 
very small i n  order t o  give good convergence and numerical s tab i l i t y .  
case, the moving boundary cannot be accurately modeled using t h i s  method. This 
i s  unfortunate but as f a r  as we can see, there i s  no al ternat ive for solving 
the problems o f  convergence and s t a b i l i t y  other than t o  reduce the time step 
or the loading slope. 

I n  such a 
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F I G U R E  2, - NONLINEAR LOADING DIAGRAMS 



K(u +u -xi-l) X Y  

F (u +u ) 
1 X Y  

i 

i $1 X X i -1 u +u 
X Y  
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X xi -1 'i+l U I 

Y 
Net Load = F1+F2 = -Ks(u,+uy-xi-l) +Ks(uX-xiol) = -Ksu 

FIGURE 3. - NOiiLINEAR LOADS WITH BEARING WEAR 
GRID POI!lT 
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FIGURE 4, - PROPORTIONAL STIFFYESS SHARING SCHEME 
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FIGURE 5, - ADDITION OF S U L E  FACTOR s TO ELIMINATE 
ROUND OFF ERROR 
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APPLICATION OF NASTRAN I N  NONLINEAR ANALYSIS 

OF A CARTRIDGE CASE NECK SEPARATION MALFUNCTION 

Jackson C.S .  Yang 
University of Maryland 

and 

Diana L. Frederick 
U.S. Army,  Frankford Arsenal 

SUMMARY 
The problem of case neck separa t ion  malfunction in the  f i e l d  of a m u n i t i o n  

s t r u c t u r a l  ana lys i s  is inves t iga ted .  The axi-symmetric s o l i d  of revolu t ion  
RING element was u t i l i z e d  :!n the  manual piece-wise l i n e a r  ana lys i s  t o  ob ta in  
the  expansion of the  wall of the  c a r t r i d g e  case and b a r r e l  chamber by the  pres- 
su re  of propel lan t  gases and the  stresses i n  t h e  s t r u c t u r e .  
included t h e  varying material p rope r t i e s  a long the  w a l l  of t he  case and t h e  
chamber. 
I D ' S  without recomputing the  e n t i r e  s t i f f n e s s  matrix.  

The ana lys i s  

Addit ional  i n s t r u c t i o n s  were provided t o  change the  element material 

INTRODUCTION 

A c h a r a c t e r i s t i c  problem i n  the  f i e l d  of ammunition s t r u c t u r a l  ana lys i s  is 
Specif i -  t he  i n t e r a c t i o n  between the  c a r t r i d g e  case and gun b a r r e l  chamber. 

c a l l y  of i n t e r e s t  is a case neck separa t ion  (Ch'S) malfunction where rupture  
occurs  a t  the  neck-shoulder sec t ion ,  see Figure 1. 
lems i n  double ended l i n k l e s s  feed systems, i.e., system i n  which the  f i r e d  
cases and r e l e s sed  rounds are returned t o  the s torage  drum. 
cases with p a r t i a l l y  o r  completely separated necks is l o s t  by the  hand-off 
sprockets ,  r e s u l t i n g  i n  a system jam. I n  systems where the f i r e d  cases are 
dumped overboard, CNS presents  no problems unless  the  separated case neck 
remains i n  the  gun b a r r e l  chamber, which can r e s u l t  i n  a j a m  when a subsequent 
round is fed i n t o  the  same b i r r e l .  

C N S  presents  s e r ious  prob- 

Round con t ro l  of 

When a round is f i r e d ,  the  powder pressure bu i lds  up and the  s idewal l  
expands e l a s t i c a l l y  t o  its y ie ld  poin t  and then completes its expansion p l a s t i -  
c a l l y .  
taking up the  i n i t i a l  c learance between the  case and the  chamber, i t  w i l l  be 
completely p l a s t i c  when the  pressure reaches i t s  maximum value. 
i n s t a n t  of maximum pressure,  both the case outs ide  diameter and chamber in s ide  
diameter w i l l  have expanded together  t o  a common maximum value. 
c a r t r i d g e  case s idewal l  w i l l  be ac ted  upon on the i n s i d e  by t h e  i n t e r n a l  pres- 
sure  and on the  ou t s ide  by the chamber-cartridge case i n t e r f a c e  f r i c t i o n  and 
pressure.  
and pressure.  
of maximum pressure,  the  assoc ia ted  s t a t e  of s t r e s s  i n  the s idewall  can be  
determined f o r  various assumed values  of axia i  ( longi tudina l )  stress i n  the  
s idewall .  
together  with its assoc ia ted  flow ru le .  

Although the  s idewall  may o r  may not  e n t e r  the  p l a s t i c  range before  

A t  t h i s  

Here the  

The chamber w a l l  w i l l  be ac ted  upon by equal  and opposi te  f r i c t i o n  
Knowing the r a d i a l  loads on the ca r t r idge  case a t  t h i s  i n s t a n t  

This is done by applying the Von Mises o r  the Treaca l a w  of y i e ld ing  
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In  the  probles  of expansion of the  w a l l  of c a r t r i d g e  case and b a r r e l  
chamber by the  pressure of propel lan t  gases and the  stress ana lys i s  of the  
s t ruc tu re ,  i t  is des i red  t h a t  t he  axi-symmetric s o l i d  of revolu t ion  R I N G  
element be u t i l i z e d .  This eltment o f f e r s  both s impl i c i ty  and accuracy over 
o the r  elements. Since the piece-wise l i n e a r  ana lys i s  opt ion of NASTRAN has 
not  been developed f o r  t h i s  element, a program was i n i t i a t e d  t o  perform the 
piece-wise l i n e a r  ana lys i s  manually (see Reference 1). 
is given i n  Figure 2. 

A summary flow diagram 

INTERNALLY PRESSURIZED CARTRIDGE CASE 

We now proceed t o  inves t iga t e  the  design of t h e  ca r t r idge  case neck and 
b a r r e l  chamber i n t e r f a c e  s e c t i o n  of a high pressure b a l l i s t i c  system. 
3 dep ic t s  the  f i n i t e  elements used i n  synthes iz ing  the NASTRAN model of p a r t  
of the  ca r t r idge  case, b a r r e l  chamber and p r o j e c t i l e .  
are assumed to be f r e e  a t  one end and clamped a t  the  o the r  end while the pca- 
j e c t i l e  w a s  assumed t o  be f r e e  a t  both en's, 
RING elements were used. 
of 654 degrees of freedom. Bi-l inear s t r e s s - s t r a i n  curves are se l ec t ed  f o r  
the  e l a s t i c - p l a s t i c  materials which var ied along the  c a r t r i d g e  case.  MPC w a s  
used a t  the  i n t e r f a c e s  of the  chamber-case and case-project i le .  Displacement 
and force  condi t ions f o r  skewed boundary are imposed on some p a r t  of the  s t ruc-  
t u r e  whose boundary sur face  is not  or ien ted  with respec t  t o  the g loba l  a x i s  
system. I n t e r n a l  pressure is appl ied i n  increments. The incremental  displace- 
ments and stresses were cataloged and f i l e d  a f t e r  each run. 
added t o  the  previous r e s u l t s  t o  obta in  the  t o t a l  displacements and stresses. 
Af te r  each run the  s t r e s s e e  were t e s t ed  with the  Von Mises Condition. The 
elastic material p rope r t i e s  of those elements t h a t  s a t i s f i ed  the  y i e l d  
c r i t e r i o n  are changed i n t o  p l a s t i c  material proper t ies .  

Figure 

The case and chamber 

Rigid Format 1 and trapezoid 11 
The o v e r a l l  model had 254  elements, y ie ld ing  a t o t a l  

These were then 

I n  order  t o  form a manual piece-wise l i n e a r  ana lys i s  and t o  change the 
element material I D ' S  without recomputing the e n t i r e  s t i f f n e s s  matr ix ,  the fo l -  
lowing changes are needed i n  the  NASTRAN DMAP ins t ruc t ions .  

To use  f i l e s  r a the r  than tapes f o r  data s torage,  the  following card must 
be in se r t ed  before  the  Executive Control Deck, see Reference 2 .  

For Run 1 the following cards  are in se r t ed  i n  the Executive Control Deck 
i n  order  t o  change the r i g i d  format. 

ALTER 32 
OUTPUT1 , , , ,//C,N,-l/C,N,2 $ 
OUTPUT1 KGGX, , , , / /C ,N ,O/C ,N,  2 $ 

OUTPUT 1, -, , , ,//C,N,-l/C,N,O/C,N,USEWLA 

END ALTER 

ALTER - 110 
$ 

OUTPUT 1 - - -  UGVV, , , , //C,N,O/C,N,O/C,N,USERFLA - -  $ 

3 90 



For Run 2 

ALTER 31 
PARAM //c,N,NoP/v,N,~M~=-~ $ 
fNPUTTl /,,,s/C,N,-l/C,N,3 $ 
INPUTTl /KGGXX, ,, /C,N,O/C,N, 3 $ 
CHKPNT KGGXX$ 
ELCHANG MPT, ECPT/ECPTl, ECPTLIV, N, NOCHAN $ 
SAVE NOCHAN $ 
EQUIV KGGXX, KGGXI’NOCHAN $ 
COND YANG1,NOCHAN $ 
SMAl CSTM, MPT, ECPTl , GPCT, DIT/KGGXl, , GPSTl/V, N , NOGaJL/V, N, NOK4GG/V, 
Y,OPTION $ 
SMAl CSTM,MPT, ECPT2, GPCT,DIT/KGG=, , GPST2/V,N ,NOGENL/V,N ,NOKhGG/V, 
Y,OPTION $ 
ADD5 

CHKPNT KGGXXX $ 
EQUIV KGGXXX,KGGX/IM1 $ 
JUMPYANGl $ 
MATPRN K G G M M , , , , / /  $ 
ALTER 32 
LABEL YANG1 $ 

OUTPUT1 KGGX, , , ,//C,N,O/C,N,2 $ 
ALTER -110 
INPUTTl 
ADD UGPREV, UGV/UGw--$ 

OUTPUT 1 
ALTER - 1 2 1 -  
SCR2 
EST, /- - OPG2, 00G2, OUGV2, OES2, OEF2,/C,N,STATICS -$ 
OFP 

KGGXl, KGGXZ,KGGXX, , /KGGMEx/C,Y ,ALPHA= (l., 0. ) /C, 
Y ,BETA= (-I., 0.1 /c, Y, GAMMA= (1 ., 0.1 $ 

OUTPUT1 ,, p//C,N,-l/C,N,2 $ 

/UGPREV, , , , /C,N,-l/C,N, l/C,N,USERPLA -$ 

omF~- i ,  - -, , , , //C,N,-~/C,N,O/C,N,USERPLB - -$ 
UGW, , , ,//C,N,O/C,N,O/C,N,USE~LB - -$ 

CASE CC, SDTM, MPT, DIT, EOEXIN, SIL, GPTT, EDT, BGPDT, P a ,  OB, UGW, 

OUGV2, OPG2, 00G2, DEF2, OES2,//V,N,CARDNO/V,Y,OPTION -$ 
END ALTER 

For Run 3, USERPLA is changed to USERPLB and USERPLB is changed to 
USERPLC . 

i 

i 

Alters 31 and 32 are used in conjunction with CHANCEL cards for changing 
element material ID’S without recomputing the entire stiffness matrix, along 
with output tape INP2 and input tape INP3. 

Alters 110 are used to perform a manual piece-wise linear analysis, along 
h 

with output tape INPT and input tape INP1. 
stresses, forces, and displacements to be printed out. 

Alters 121 allou the incremental 

4 
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The following control cards are needed: f 
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Pan 1 

Request, INPT, *PF. 
Request, INP2, *PF. 
Request, IDLF, *PF. 
Rewind, INPT, INP2, IDLF. 
NASTRAN (, , IDLF) ATTACH. 
Catalog, INPT, INPT, IDPFREDERICK. 
Catalog, IDLF, IDLF, ID=FREDERICK. 
Catalog, INP2, INP2, ID=FREI)ERICK. 

Run 2 

Request, INPT, *PF. 
Request, INP2 *PF. 
Request, IDLF, *PF. 
Rewind, INPT, INP2, IDLF 
Attach, INP3, INP2, ID=FREDERICK. 
Attach, INP1, INPT, ID=FREDERICK. 
Rewind, INP3, INP1. 
NASTRAN ( , , IDLF) ATTACH. 

Output data is saved on the  IDLF f i l e  which is the  punch f i l e  by using the  
opt ions ava i l ab le  i n  the  Case Control Deck, see Reference 1. 

Example: DISP(PRINT.PUNCH) = ALL 
STRESS (PRINT,PUNCH) = ALL 

In  order  t o  have a realistic model a f t e r  each run t h e  elements a c t u a l l y  
Some Fortran rout ines  were change pos i t i on  according t o  t h e i r  displacement. 

developed t? incorpora te  these  changes i n  the  model. 

Program WIDEF i n i t i a l l y  converts  GRID data t o  16 column f i e l d s  i n  order  t o  
allow the  displacement values  to  be u t i l i z e d  regardless  of how small the  numeric 
value is. (Run once.) 

Program GEOMX takes  xhe displacement values  from the  IDLF f i l e  and adds 
them t o  the  GRID values  from the  f i l e  c rea ted  by WIDEF. 
is  the  new NASTRAN run. 
material p rope r t i e s  by the  use  of CHANGEL card (explained below) and i n s e r t  any 
o the r  new uata cards  t o  the  NASTRAN deck. 

The new da ta  input  f i l e  
GEOMX allows the  user  t o  change the  LOAD card,  the  

CHAN'IEL Cards 

cHp3JGEL ELID OMID ELID OMID ELID OMID ELID OMID +A 
+A ELID OMID ....... ENDT 
ELID is an  element I D  number. 

OMID is the  o ld  material I D  f o r  t h a t  element. The new material I D  must be 
placed on the  element connection card.  
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EKDT is  required.  

I f  no CHANGEL cardR exist ,  ',he previously computed s t i f f n e s s  matrix (from INP3) 
w i l l  be  use<. A l l  naterial cards  referenced on property cards,  connection 
cards, and CHANGEL cards must be included. I f  r e s t a r t i n g  a f t e r  DMAP number 33, 
do not include any alters, INP2 o r  INP3 tapes. These changes work f o r  a l l  
elements with material. I D ' S  f o r  elements with more than one material I D ,  j u s t  
the  f i r s t  one ind ica ted  on the  property card can he changed with t h i s  method. 

I n  addi t ion ,  two o ther  Fortran programs take the  output from IDLF. "he 
f i r s t  program sums up the  ind iv idua l  normal stresses ( R , e , Z )  Find shear  P'' -ses 

flow 
rule .  The second Fortran rout ine  sum8 up the  displacements (R,Z).  Thu . .:ach 
s t e p  while performing a piece-wise l i n e a r  ana lys i s  t he  da t a  is organized 
r e s u l t s  are e a s i l y  s tudied.  

(ZX) and appl ies  t he  Von Mises Law of Yielding together  with i ts  as soc l  
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NONLlNEAR SEISMIC ANALYSIS OF A REACTOR STRUCTURE 

WITH IMPACT BETWEEN O R E  COMPONENTS 

Ronald G. H i l l  

Hanford Engineering Development Laboratory* 

S U W R Y  

The seismic analysis o f  the FFTF-PIOTA (Fast Flux Test Faci l i ty-Post i r rad- 
i a t i o n  Open Test Assembly), subjected t o  a horizontal DBE (Design Base Earth- 
quake) i s  presented. The PIOTA i s  the first i n  a set  o f  open t e s t  assemblies 
t o  be designzd f o r  the FFTF. Employing the d i r e c t  method o f  t rans ient  analysis, 
the governing d i f f e r e n t i a l  equations describing the motion of the system are set  
up d i r e c t l y  and are i m p l i c i t l y  integrated numericG1ly i n  time. A simple lumped- 
mass beam model o f  the FFTF which includes small clearances between core com- 
ponents i s  used as a "dr iver"  for  a f i n e  mesh model o f  the PIOTA. The nonlinear 
forces due t o  the impact o f  the core components and t h e i r  e f f e c t  on the PIOTA 
are computed. 

INTRODUCTION 

The r u c t o r  core of the FFTF**is designed t o  accomnodate bowing o f  fuel 
assemblies which i s  caused by the core's neutronic and thermal environment. 
The ind iv idual  fue l  assemblies have a f l o a t i n g  c o l l a r  design a t  the above core 
load pad where adjacent assemblies contact t o  take i n t o  account the deforma- 
t ions o f  the core components. During cer ta in  periods o f  the reactor cycle 
small clearances may e x i s t  between core components; hence, i t  i s  important t o  
determine the e f f e c t  o f  design impact ?oads between these s t ructura l  components 
t o  preclude unacceptable stress leve ls  and fa i lures.  

The topic of impact i s  the subject o f  numerous studies. Special purpose 
computer program solut ions have been developed f o r  analysi? o f  impact o f  reactor 
internal  structures by Bohm and Nahavandi, reference 1, using e x p l i c i t  in te-  
grat ion procedures. The analysis reported i n  t n i s  paper uses i m p l i c i t  i n t e -  
g ra t i  on procedures through the transfer function capabi 1 i t i e s  of the general 
purpose computer program NASTRAN t o  solve f o r  the nonlirlear loads due t o  impact 
between st ructura l  members. 

*The Hanford Engineerin2 Development Laboratory i s  a United States Energy 
Research and Development Administration Laborztory. HEDL i s  operated by 
the Westi nghouse Hanford Company. 

**See Nomenclature Table. 
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FFTF-PIOTA 

DBE 

NASTRAN 

OTA 

DOF 

BANDIT 

PW R 

I vH19 

HEOL 

CYBER 

TRD 

DMAP 

PN DL 

MSC 

IN FON ET 

COSMIC 

I/O 

CPU 

S DRC 

CYBERNET 

*In order o f  use. 
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NOMENCLATURE* 

I 

Fast F l u x  Test Facility-Postirradiation 
Open Test Assembly 

Oesi gn Base Earthquake 

- NASA STRUCTURAL MALY S I S 

Open Test Assembly 

Degrees of Freedom 

Computer Program -- t o  determine minimum 
bandwidth 

Pres s u r i zed W a t e r Reactor 

In-Vessel Fuel Hacdling Machine 

tianford Engineering Development 
Laboratory 

HEDL Computer-Control Data Corporation 
Mode: 74-18 

Transient Response Displacement 

Direct Matrix Abstraction Program 

A DMAP Module 

McNeal Schwendl e r  Corporation 

Computer Sciences Corporation Computer 
Network System 

Agency f o r  United States Government Release 
of Computer Programs 

Input/Output Units 

Central Processing Units 

Structural Dynamics Research lZorporati on 

Control Data Corporation Computer Network System 
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SYMBOLS 

damping matrix 
st i f fness matrix 
mass matrix 
a set  o f  coordinates e; )ressed as a colunm 

matrix o f  two terms f o r  each g r id  point; 
y, e, (see f igure 3) 

pivotal frequency 

seismic forcing function 
nonlinear impact load 
percent c r i t i c a l  damping 

MODELING PROCEDURES 

Figures 1 and 2 portray the sal ient  points o f  the FFTF reactor. The 
reactor i s  idealized with lumped-snass, spring, gap and beam elements f o r  trans- 
la t ion  auld rotat ional  motion. The BE, a translat ional input i s  applied d i r -  
ect ly  t o  the reactor head. The core componerrts, fuel assemblies , etc. , are 
pinned a t  the core barrel and la tera l  support i s  provided a t  the pad locations 
by the gap elements. The core components , i f  permitted t o  rotate, may be con- 
sidered as inverted pendulums. The core components (ref lector, fuel assembly, 
OTA), figure 3, are expanded horizontal ly unti l  a return i s  made t o  the core 
barrel, for an enclosed representation o f  the FFTF core. 

Figures 3 and 4 show the gr id  point  and f i n i t e  element notation for the 
course FFTF reactor model and the f i ne  mesh P I K A  model. A f ine mesh was used 
t o  model the PIOTA, f igure 4, because o f  the boundary conditions between the 
PIOTA' s components, the close coup1 ing o f  i t s  natural frequencies , and the 
predicted c r i t i c a l  stress area a t  the PIOTA's ot;t let ports. The coarse reactor 
model i s  numbered i n  the 1000 series of gr id  points and 2000 fo r  the element 
numbers. The model parameters such as site, mass, st i f fness, and damping values 
are described fo r  the respective models i n  references 2 and 3. The coarse 
reactor model i s  l i k e  the FFTF systems model used fo r  both SCRAM and nonlinear 
seismic analysis, reference 2, with the exception that  certain reactor 
components are  not included i n  the subject model; i .e. , Instrument Tree, 
IVHM, etc. 
formed using proprietary (Westinghouse Advanced Reactor Division) special 
purpose computer programs. 

The SCRAM and nonlinear seismic analysis, reference 2, was per- 

The set o f  equations used t o  determine the seismic response i s  

[Mas] iUa1 + [Baa] iOa) + [Kaa] (Ua3 = i f ( t ) )  + i f ( n ) l  
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The physical set o f  equations f o r  the models shown i n  figures 3 and 4 has 
927 DOF, o f  which 537 belong t o  the PIOTA. The DOF a f te r  reduction for 
coordinates y and et, boundary conditions , constraints, etc. , i s  297. This 
problem size (297 DOF, t i m e  step increment o f  0.0005 second and a 5 second 
earthqoake) involves a sizeable computation investment, approximately 3 x lo6  
iterations. Hence, fur ther reduction o f  the problem was desirable. O f  the 
three reduction methods considered, substwcturing, modal synthesis and Guyan, 
the Guyan method was found best f o r  minimum loss o f  accuracy i n  conjunction 
with nonlinear ctynamic analysis. I t s  basis i s  that  fewer DOF are needed t o  
describe the i ne r t i a  o f  a structure than are needed t o  describe i t s  e las t i c i t y  
with comparable accuracy. I n  using the Guyan method NASTRAN recovers direct ly, 
displacements, accelerations, etc., f o r  the coordinates used i n  the reduction 
prolxss. The Guyan reduction method was used t o  reduce the 297 DOF t o  an 
anclysis set  o f  104 DOF. The Guyan reduction process increased the bandwidth 
from 3 t o  45; however, the run t ime was reduced by 65% based on CPU, see 
table I. The preprocessor BANDIT was used t o  reduce the bandwidth f o r  the 
PIOTA model, f igure 4. BANDIT was not applied t o  the FFTF model, figure 3, 
because o f  the gap elements and the straightforwardness of the model. 

NONLINEAR TRANSIENT ANALYSIS 

In th is  transient solution, the coupled equations o f  motion are in te-  
grated d i rec t l y  without any uncoupling by modal methods, Rigid Format No. 9. 
The two basic methods used f o r  d i rect  numerical integration are exp l i c i t  
integration i n  t i m e  and imp l i c i t  integration i n  time. Difference fom i las  
that  re late the accelerations, velocit ies and displacements are used i n  both 
the exp l i c i t  and imp l i c i t  integration methods. NASTRAN (reference 4) uses a 
form o f  the Newmark Beta Method, imp l i c i t  integration i n  time, that yields an 
unconditionally stable solution fo r  a wide range o f  transient dynamic problems. 
The s t a b i l i t y  l i m i t  i s  a function o f  the period o f  the highest vibrat ion mode 
o f  the system. Though the imp l i c i t  integration method i s  not as fast  per 
time step as the exp l i c i t  method, the unconditional s t a b i l i t y  permits the use 
o f  large time steps. A t ime  step o f  0.0005 second was selected fo r  the runs 
described herein and no numerical s t a b i l i t y  problem was encountered. The 
introduction o f  nonl inearit ies i n  the imp l ic i t  method of integration may cause 
numerical s t a b i l i t y  problems i n  addition t o  those mentioned above. These prob- 
lems are due t o  the inconsistent def in i t ion o f  displacement and velocity 
between l inear  and nonlinear forces and may resul t  i n  the presence o f  a para- 
s i t i c  mass on the coordinates to  which nonlinear forces are applied. The 
remedy i s  t o  add suf f ic ient  mass t o  the coordinate d i rec t l y  o r  t o  reduce the 
time step o f  integration so that the parasi t ic  mass e f fec t  i s  negl ig ib le i n  
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comparison t o  the nodal mass. A t i m e  step o f  0.005 second was used 
t o  obtain a l i n e a r  solut ion f o r  the model shown i n  f igure 3 .  
This i s  the same time in te rva l  as the input acceleration-time history.  With 
the addit ion of gap elements t o  the model, f igure 3 ,  the time step was reduced 
t o  0.0005 second through the above pa ras i t i c  mass consideration. 

I n  NASTRAN, the nonlinear e f fects  (gap elements) are treated through the 
use o f  an addit ional applied load vector. The gap element and the respective 
applied toad vector are user-created by means o f  t ransfer  functions. Gap 
elements s im i la r  t o  the ones shown i n  f igure 3 are described i n  reference 5 
with transfer function and nonlinear load card images. 

DAMPING AND THE GAP ELEMENT 

Two forms o f  damping* are used i n  t h i s  seismic analysis, s t ructura l  and 
In both forms, assumptions concerning the e f fec ts  o f  damping on the impact. 

nodal coordinates are based on a viscous model i n  which the energy dissipated 
per cycle i s  proport ional t o  frequency. A uniform st ructura l  damping o f  2% 
o f  the c r i t i c a l  f o r  the DBE was input t o  the model ( f igure 2) i n  terms o f  
st i f fness,  as follows: 

[Baa] = 8 [Kaa] 

This method, reference 4, o f  i npu t t i ng  equivalent viscous damping i s  an approx- 
imation, since the viscous damping forces are larger  a t  higher frequencies and 
smaller a t  lower frequencies. The s t ructura l  damping, Baa, has small e f fec t ,  
o r  i s  o f  no e f fec t ,  on the response o f  the model. This i s  due t o  the over- 
r u l i n g  e f f e c t  and nature o f  impact damping (10% vs 2% o f  the c r i t i c a l ) .  

The impact damping i s  related t o  the nonl inear i t ies  o f  the gap element. 
The impact damping and s t i f fness,  c and k, f igure 5, are based on a coef f ic ient  
r e s t i t u t i o n  method (rebound) and the Hertz theory o f  impact of two sol ids, 
i.e. , an e l a s t i c  s t a t i c a l  consideration. The re la t ionship between coeff ic ient  
o f  r e s t i t u t i o n  and c r i t i c a l  damping i s  derived i n  reference 2 and i s  shown i n  
t h i s  report  as f igure 6. An impact damping value o f  10% o f  the c r i t i c a l  was 
used i n  t h i s  analysis. This represents high viscous damping. Impact damping 
values for FFTF r e f l e c t o r  and fuel  assemblies have not been measured exper- 
imentally. However, there are data avai lable frcm PWR fue l  assemblies tests, 
reference 2, and from a FFTF IVHM test ,  reference 5, t o  corroborate the high 
impact damping value. Figure 6 shows a comparison of these impact damping 
values, 19% f o r  PWR fuel  assemblies and 15% f o r  the ve r t i ca l  IVHM test. The 

i 

1 *Structural - hysteret ic damping 
Impact - Maxwell representation o f  viscous damping 
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IVHM 15% value was determined f r o m  the rate o f  decay o f  successive re-  
bounds. Therefore, the 10% o f  the c r i t i c a l  damping i s  considered ccrlser- 
vative f o r  these analyses. 

The ver t ica l  drop IVHM test ,  reference 5, affords a means t o  assess the 
v a l i d i t y  o f  the NASTRAN gap element. I n  comparing the experimental resul ts  
wi th  those computed f r o m  the simple scalar lumped-mass NASTRAN model, there 
was close agreement. The free f a l l  times and displacements f o r  t h i s  t e s t  and 
model were readi l y  calculated by hand methods. 

The general form o f  the gap element used i n  t h i s  analysis i s  shown i n  
f igure 5(a). 
boundary conditions o f  a rod moving w i th in  a tube), can be represented by 
t h i s  element. A gap element wi th  closing capabi l i ty  only (i .e., t ha t  port ion 
o f  the force def lect ion curve shown i n  the t h i r d  quadrant, f igure 5(b), and the 
analogous mechanical model shown i n  figure 5(c)),  was used t o  represent the 
clearances between the core components, a t  twelve places ( f i gu re  3 ) .  The ex- 
panded representation o f  the core wi th  the gap closure described above, y ie lds  
a closed core configuration f o r  impact analysis o f  indiv idual  core components. 
Figure 5(c) shows the mechanical model where the impact spring and gap are 
accompanied by energy dissi$ation, and viscous damping. Functionally, the 
viscous damper, c1 should act only when the gap i s  closed, x 1  >ul. A t  the 
t i m e  these seismic analyses were performed, a switchable, viscous damper had 
not  been v e r i f i e d  f o r  use i n  NASTRAN. A pseudo Maxwell model, f igure 5(c), was 
used i n  t h i s  analysis; the Maxwell model does not necessitate a switchable 
damper, since the damper c1 i s  i n  series wi th  the impact spring kl.  The 
l i n e a r  spring k 3 ,  which was small compare2 x i t h  k l ,  improved the s t a b i l i t y  o f  
the numerical solut ion, i.e., a larger time step was used. 

Gaps i n  pos i t ive and negative direct ions ( f o r  example, the 

S E I S M I C  TIME HISTORY 

The input t o  the FFTF seismic model, Grid Point 1001, f igure 3 ,  consisted 
o f  an acceleration t ime h i s to ry  w i th  data points a t  0.005 second in terva ls .  
This seismic t ransient i s  the singular output a t  the concrete ledge from a 
two-dimensional f i n i t e  element s o i l  in teract ion model o f  the containment 
bu i ld ing (reference 6).  The dynamic coup1 ing  between the containment bu i ld ing 
and the reactor vessel i s  assumed t o  be negl ig ib le.  

A DBE w i th  2% o f  the c r i t i c a l  damping, and a duration o f  20 seconds was 
specif ied (reference 6). Previous investigations (reference 2) revealed tha t  
only the accelerations from 1.5 seconds t o  6.5 seconds were s ign i f icant ;  t h i s  
then i s  the seismic t ransient that  was used f o r  the PIOTA analysis ( f igure 7). 
The DBE earthquake was divided i n t o  ten increments, as shown i n  f igure 7, f o r  
computer res ta r t  advantage and c l a r i t y  o f  output. The p r in tou t  time in te rva l  
was ten times the integrat ion t i m e  step, o r  0.005 seconds. The analysis was 
started a t  1.5 seconds; thus, there i s  a 1.5 second time s h i f t  i n  the output 
response, see f igure i . 
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SOFTWARE AND COMPUTER FACILITIES COMPARISON 

This section compares the off-load* resul ts with those obtained on the 
HEDL-CYBER for a 0.5 second DBE input t o  the FFTF-PIOTA model. The CYBER 
was not  avai lable t o  perform the 5 second DBE due t o  other comnitments. 

I n  perfowning the CYBER and of f - load benchmark runs we found tha t  the 
COSMIC version o f  NASTRAN, Level 15.5, computed incorrect  nonlinear loads. 
The nonlinear load computations were evaluated by the IVHM model described 
i n  reference 5; the resul ts  for  the IVHM model can readi ly  be checked by 
hand methods. The IVHM evaluation revealed tha t  the PNLD module i n  NASTRAN 
Level 15.5 was not  functicning correct ly.  DWP ins t ruc t i on  number 139, 
NASTRAN Rigid Format No. 9 gives the relat ionship o f  the PNLD module t o  the 
computations o f  TRD. The source language for NASTW i s  essent ia l ly  w r i t t e n  
i n  FORTRAN I V ;  the DMAP instruct ions are a compilation of t h i s  source 
languaye. The IVHM analysis was successfully performed i n  1972 on the 
UNIVAC 1108 using Level 15.1, hence a CDC 6600 version of NASTRAN Level 15.1 
was i n s t a l l e d  on the CYBER and used for the CYBER computations described i n  
t h i s  report. 

Benchmark runs were performed a t  the four computing f a c i l i t i e s  shown on 
table I. The CYBER run was used as a reference f o r  evaluating the off-load 
results. The reference run column 11, table I, i s  ident ica l  t o  the FFTF- 
PIOTA runs described herein with the exception o f  the OMIT 1 cards. The 
OMIT bulk data cards are used t o  achieve the Guyan reduction described 
previously i n  t h i s  report. I t  i s  d i f f i c u l t  t o  compare resul ts from dis-  
s im i l a r  computing f a c i l i t i e s  because of t iming algorithms, input-output 
variances, system dependent software, etc. These problems were a l lev ia ted 
i n  the FTTF-PIOTA evaluation by comparing the run time required f o r  the TRD 
module, see tab le I; t h i s  module uses the major i ty o f  the central processing 
time needed f o r  d i r e c t  t ransient analyses. 

gives s ign i f i can t  reductions i n  run time when compared t o  the HEDL o r  INFONET 
COSMIC version o f  NASTRAN. The benchmark run tha t  the MSC performed i n  
Los Angeles, column I V ,  had two alteratiorls, the t ransfer  functions used for 
the gap elements were replaced by mult ipoint  constraint  equations t o  u t i l i z e  
the more e f f i c i e n t  symmetric m a t r i x  decompositioq rather than unsymmetric 
decomposition, and cer ta in  data that  was transferred t o  peripheral storage I n  
Level 15.1 was held i n  main core i n  MSC-20, thus el iminat ing peripheral 
processing-calls. The above a1 terat ions account f o r  the reduction i n  I / O  
time o f  1237 t o  26 seconds and CPU reduction o f  864 t o  569 seconds. The MSC- 
Los Angeles resul ts  shown i n  column I V  were obtained subsequent t o  the 
analyses described i n  t h i s  report. 

Table I, columns I11 through V I ,  show tha t  the MSC version of NASTRAN 

*Off-load -- Computer f a c i l i t i e s  other than avai lable a t  HEDL-CYBER 
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The deck used by SDRC i n  t h e i r  benchmark run was ident ica l  t o  the CYBER 
run, columns I 1  and 111, table I. The improvement i n  run time, I / O  3300 
versus 1237 seconds and CPU 1134 versus 864 seconds, i s  due pr imar i ly  t o  the 
version o f  NASTRAN u t i l i zed ,  COSMIC Level 15.1 versus MSC-20; the operating 
systems, CYBER and CYBERNET, are similar, both are bas ica l ly  CDC 6600 machines. 
The solut ion f o r  the SDRC benchmark run was ident ica l  t o  the CYBER resul ts,  
colunms I1 and 111. Therefore, as a resu l t  o f  these benchmark evaluations 
and the need f o r  of f - load capabi l i ty ,  the SDRC f a c i l i t i e s  a t  Cincinnati ,  Ohio, 
NASTRAN MSC-20 and the CYBERNET operating system were used t o  perform the 
5 second earthquake run described i n  t h i s  report,  see column V I ,  table I .  

RESULTS 

NASTRAN , as a 1 arge , general -purpose , structura l  -analysis program, has 
features, through checkpoint and restar t ,  t o  recover ar.d compute element 
stresses, forces and moments for  each o f  the elements shom i n  figures 3 
and 4. Output for  t h i s  analysis was res t r i c ted  t o  bending moment and shears 
f o r  the boundary-adjacent elements numbers 1, 24 and 52, and f o r  element 
number 46, a reduced section on the output por t  o f  the holddown tube, 
f igure 4. Tabulated peak values f o r  each increment are shown i n  table 11. 
Figures 8 through 11 show typ ica l  load versus time plots. The amplitude o f  
these PIOTA loads are largely  dependent on the nonlinear loads caused by 
impact between core c~@onen ts ,  see f igure 9. The ef fect  o f  the impact 
load on the wave form o f  the element loads can be seen by not ing tha t  core 
impacting a t  Grid Point 1022 does not  occur u n t i l  0.18 seconds, f igure 9; 
the corresponding loads i n  Element 52, f igure 11, are very low u n t i l  t h i s  
time. The wave form o f  the PIOTA loads a t  the head, figure 10, i s  not 
d i r e c t l y  influenced by the impacting o f  core components, the PIOTA act= as a 
mechanical f i 1 t e r  . 

CONCLUDING REMARKS 

A seismic analysis o f  a reactor internal  component w i th  impact between 
core components has beer, perfcrmed. From t h i s  e f f o r t ,  i t  can be concluded 
tha t  NASTRAN has good nonl inear t ransient analysis capabi 1 i t ies .  A t  the 
present time, solut ions are r e l a t i v e l y  expensive from a computational stand- 
point  when compared wi th  solut ions from special purpose computer programs. 
However, wi th the ef f ic iencies projected f o r  Level 16 and the use o f  cer ta in  
operatic,, system and modeling procedures noted i n  t h i s  report, NASTRAN can 
e f fec t i ve l y  be used f o r  nonlinear seismic analysis. 

I n  using NASTRAN's nonlinear features, i t  i s  suggested that  one begin 
wi th  small sample problems w i th  known solutions. The setup of nonlinear 
elements using NASTRAN's t ransfer function capabi 1 i t i e s  i s  a user-oriented 
function which presents opportunities for data errors;  data checking by 
NASTRAN i s  minimal since the nonlinzar features are mathematical abstractions. 

The desigri o f  the PIOTA was found t o  be s t ruc tu ra l l y  adequate for  the DBE. 
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THE DYNAMIC ANALYSIS OF SUBMERGED STRUCTURES 

By Gordon C. Everstine, Erwin A. Schroeder, 
and Melvyn S. Marcus 

1 

Computation and Mathematics Department 
Naval Ship Research and Development Center 

Bethesda, Maryland 20084 

SUMMARY 

Methods are described by which the dynamic interaction of structures 

In all cases, the fluid is assumed to behave as an acoustic medium and is 
initially stationary. 
modeling the fluid (using pressure or displacement as the basic fluid unknown) 

with surrounding fluids can be computed by using finite elemedt techniques. . .  

Such problems can be solved either by explicitly 

or by using decoupling approximations which take account of the fluid effects 
without actually modeling the fluid. 

INTRODUCTION 

Recently there has been a -rowing interest in solving problems in which 
structures interact with fluida. Within the Navy, for example, application 
areas include underwater vibrations, ship silencing, shock response of ships, 
underside slaming, flow-induced vibrations, and the motions of liquids and 
gases in containers. The last two problem areas are also of interest to the 
aerospace community. 

Concern here is with tne dynamic structural response of submerged 
structures, including the determination of natural frequencies and the 
response of submerged structures to sinusoidal and general transient 
excitations. 
shock response of submarines to underwater explosions. 

In the latter category, a very important application is the 

In all problems considered here, the structure is assumed to be initially 
at rest with respect to the fluid; i.e., there is no fluid flow initially. 
Also, the fluid is assumed to behave as an scoustic medium in which each 
material point undergoes only infinitesimal displacement from the static 
equilibrium position. 

Such problems were apparently first formulated by using fin.:.te elements 
by Zienkiewicz and Newton (refs. 1 and 2 ) .  Choosing pressure as the basic 
fluid unknown, they applied a variational process to obtain the finite- elenent 
equations for the fluid. These were then coupled to the usual structural 
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equations in a consistent manner. The application of Zienkiewicz's approach 
with NASTRAN (refs. 3 and 4) is straightforward but requires program modifi- 
cations. 
NASTRAN hydroelastic analyzer (refs. 4 and 5). 
restricted to the case of fluids contained in axisymmetric containers, although 
the motions of the coupled fluid-structure system need not be axisymmetric. 

I 
i 
i 
! In -dct, a similar approach was adopted in the development of the 

This latter capability is 

Another approach to the int.eraction problem uses fluid displacements 
(rather than pressures) ae the fundamental mknoww (ref. 6). 
approach converts srandard NAS'PRAN elements into "mock" fluid elements by 
defining (in three dimensions) the 6 x 6 material matrix g to be 

In brief, this 

1 1 1 0 0 0  
1 1 1 9  

- G = k  

0 0  

In equation (l), the bulk modulus k is given by 

(2) 2 k = pc 
where p and c are the unperturbed mss density and sonic speed, respectively, 
of the fluid. 
(ref. 6) has the advantages of using a standard version of the program and of 
generating symmetric matrices (in contrast to Zienkiewicz's approsch which 
generates nonsynrmetric matrices). 
advantage oc requiring three unknowns per fluid point rather than one 
(pressure). 
the assembled matrices. 

To the NASTRAN user, KalinOW8ki'S displacement approach 

However, Kalinowski's method has the dis- 

This penalty affects adversely both the order and the bandwidth of 

The purpose of the remainder of this paper is to describe two additianal 
methods for solving fluid-structure interaction p-oblems. 
standard versions of NASTRAN. 

Both use only 

A PRESSURE ANALOG METHOD 

All approaches described in this paper treat the fluid as an acoustic 
nedium: a compressible, inviscid fluid which is initially stationary and 
undergoes only 8' 111 amplitude motion, and whose pressure satisfies the wave ! equation 

(3) 2 0 p 5 p/c2 

where overdots denote partial differentiation with respect to the tiaw t. 
boundary condition at the fluid-structure interface can be obtained from 
momentum and continuity considerations: 

1+20 

The 



1 I 1 

I I I I I I I ! 

I .. 
* -pun an (4) 

where n is the unit outward normal from the solid at the fluid-solid inter- 
face, and P is the fluid mass density. A special case of equation (4) occ*irs 
at rigid walls where 

At a free surface, in the absence of surface waves, the boundary condition is 

P'O (6) 

simply 

The goals here are eo solve fluid-structure interaction problems in 
which the fluid is dexribed by equations (3) to (6) and to use only stand- 
ard capabilities available in structural analysis codes such as FE;Xr(AN. 

In classical elasticity theory (ref. 7), the x component of the momentum 
equation is 

.. + pf ' pu (7) X 
+ 0  xx,x xy,y + uxz,z (3 

I where p is the mass density of the (solid) medium, u is tte x component of 
displacement, tx is the x component cf body Corce, and the partial 
differentiation with respect to a coordinate is abbreviated with coimnas: i 

i 

i In programs such as NASTRAN, the stress and strain components are generally 
described with vc-ctor notation as follows: 

where u, v, and w are the three Cartesian displecemept components. 
iineer materials, Hooke'e law can be written in tenns of a syatemdAc 6 x 6 
material msltr.lx - G, where 

Thus, for 

l 
I By substituting the strain definitions (9) into (10) and (10) into ( 7 1 ,  
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t he  wave equation (3) can be obtained i f  

u = p  (11) 

G14 = G16 = G46 = 0 

(13) 
Gll = G44 = Gsa = p c  2 1  

f = o  (14) X 

In o the r  words, t h e  x component of displacement u can r-present f l u i d  
pressure p i f  v and w are f ixed  everywhere i n  t h e  f l u i d ,  i f  b >  body fo rces  
are appl ied,  and i f  s i x  of the  material constants  are as prescr ibed in equa- 
t i o n  (13). Although the  o the r  15 constants  can be a r b i t r a r i l y  chosen, i t  is 
convenient t o  choose them so t h a t  g is inva r i an t  under a coordinate  system 
ro ta t ion  (i.e.,  G is i so t rop ic ) .  A necessary and s u f f i c i e n t  condi t ion f o r  G 
t o  be i s o t r o p i c  is t h a t  i t  have the  general  form 

i+2u x A 0 0 0  

x x+2v A 0 0 0  

x A x+2u 0 0 0 

0 0 0 v o o  
0 0 0 o u o  
0 0 0 0 0 1 1  

- G =  [ 
where A and p are the  La& constants  ( r e f .  7). 
both equations (15) and (13) is 

The only - G matrix s a t i s f y i n g  

1-l -1 -1 1 0 0 0  :l 1 -1 -1 0 0 

1 - 1 0 0  

2 G = p c  - (16) 

0 0 0 1  

0 0 1 0  

0 0 0 1  I% 0 

With G i so t rop ic ,  there  is no need t o  be conce-ned about using f i n i t e  elements 
whose mater ia l  matrices are based on some l o c a l  element coordinate  system. 

To summarize, t he  f l u i d  is  modeled with standArd elastic f i n i t e  elements 
(e.g., QDMEM In  2-D and general  s o l i d s  i n  3-D) having material p rope r t i e s  given 
by equation (16), where f l u i d  pressure is represented by the  x displacement u. 
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Boundary Conditions 

In t e r f ace  Condition 

The boundary condition that the  pressure p must s a t i s f y  a t  a f lu id-so l id  
in t e r f ace  is given by equation (4). 
t i o n  (4), compute the  d i r ec t iona l  de r iva t ive  of p i n  the  d i r ec t ion  of t he  uni t  
outward normal 1 from t h e  f l u i d  a t  a surface point.  
s t r u c t u r a l  analog u y i e l d s  

To evaluate the  left-hand s i d e  of equa- 

Replacing p with its 

- au = vu.2 = u, v + u, v + u, v 
av xtx Y S  z z  

By using the  cons t i t u t ive  equations (10) and (16) with equation (17) y i e l d s  

! 
where t h e  a r e n t h e t i c a l  expression is equal  to  t h e  x coraponent of t h e  stress 

- vector  - T(v P acting on a sur face  with unit outward normal v ( ref .  7). Hence, 

(19) 

If t h e  sur face  is d i s - r e t i z e d  by a f i n i t e  number of g r id  poin ts ,  t he  sur face  
t r a c t i o n  T(v) can be replaced by its lumped equivalent  

X 

where Fx is t he  x component of t he  fo rce  appl ied t o  a p a r t i c u i a r  point  (on the 
sur face  with outward unit  normal v) to  which t h e  area A has been assigned. 
Hence, from equations (19) and (25), the  f i n a l  expression f o r  the  d i r e c t i o n a l  
der iva t ive  is obtained as 

Since a l l  symbols i n  equtition (21) r e f e r  t o  the f l u i d ,  includjng u which 
represents  the pressure p ,  mere ly  combine equation (21) with the  bo*andary con- 
d i t i o n  of equation (4) a t  the  in t e r f ace  LO obtain the  lumped in t e r f ace  condition 

t 

i n  which g = - and the  superscr ip t  p has been placed on Fx t o  emphasize t h a t  
the  "force" is applied t o  t h e  pressure var iable .  
component of s t r u c t u r a l  acce le ra t ion  a t  a point  is fln, t he  e f f e c t  on the  f l u i d  
pressure is t h a t  of a "force" given by equation (22) applied t o  the f l u i d  

That is, i f  the  outward normal 

I 

: I  3 

i 
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var iable  ?. In equation (22), P and c r e fe r  t o  the  f lu id .  

Equation (22) provides the  influence of the  s t ruc tu ra l  motion on the  
pressure. The inverse re la t ionship  (that of f lu id  pressure on the  structural 
motion) is obtained merely by applying a normal force t o  the  s t r u c t u r a l  point  
equal to  PA. 

The f i n a l  set of matrix equations takes the  form 

MU -- +IC! = E  

where, with the subscr ipts  s and f denoting so l id  and f lu id ,  

In equation (231, the  vector of unknowns 1 includes both the  structural dis- 
placements and the f lu id  pressures. In equation (24), afs is a matrix which 
is assembled by placing the  term -(pcl2A i n  t h e  row corresponding t o  each inter- 
face p var iable  and the  column corresponding t o  the  associated s t r u c t u r a l  normal 
displacement. 
the red corresponding t o  each surface normal displacement and t h e  column corre- 
sponding t o  the  associated p. 
using d i r ec t  matrix input (DMIG cards). 

S i m i l a r l y ,  &f is a matrix which is assembled by placing +A i n  

In NASTRAN, both Efs and $s can be inser ted by 

I n f i n i t e  Fluids 

The foregoing der ivat ions apply d i r e c t l y  t o  a wide var ie ty  of fluid-solid 
systems of f i n i t e  extent.  
disturbances t r ave l  f a r  without re f lec t ion  so t h a t  radiat ion damping may be 
s ignif icant .  
such problems, approximations involving the  current method can a l s o  be 
derived . 

For s t ruc tu res  in "inf ini te"  f l u i d s  , i n t e r f ace  

Although one should generally consider other approaches t o  solve 

The approach here is t o  truncate the  f l u i d  model a t  a dis tance 
"suff ic ient ly  far" from the s t ruc tu re  and apply the  rad ia t ion  condition 
(ref .  8) there: 

This condition has a l so  been referred t o  as  the nonreflecting boundary con- 
d i t ion  (ref. 1) or the  wave-absorbing boundary condition ( re fs .  6 and 9) .  

Equation (25) can be applied with NASTRAN by combining with equation (21), 
where again the pressure p is replaced by i ts  s t r u c t u r a l  analog u. 
the radiat ion condition becomes 

Hence, 
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Pp a - Q C A ~  
X 

In other words, a grounded scalar dashpot with damping constant OCA should be 
connected to  each p variable.  

Numer ica l  Example 

These concepts can be i l l u s t r a t e d  by considering the two-dimensional 
problem of a steel r ing  v ibra t ing  in water (ref. 10). 
of t en  inches and a r a d i a l  thickness of one inch. The ins ide  is evacuated. 
The f l u i d  region is a circular annulus with a0 outer  radius  of 32.6 inches. 
The outer  surface is a "free" surface (where p 4 ) .  
(ref.  10) by modeling with WTRAN a 90° sector comprised of eight BAR 
elements representing the  ring and an 8x6 mesh of QDMEM elements representing 
the f lu id .  Typical r e s u l t s  f o r  the in-fluid natural frequencies (in radians/ 
second) are as follows: 

The ring has a radius 

The problem was solved 

Fourier NASTRAN Anaiytical  
Harmonic frequency frequency 

0 4333. 4364. 
2 231.6 226.1 

4 1486. 1432. 
6 3884. 3724. 

The ana ly t i ca l  r e s u l t s  were derived by Schroeder and Marcus (ref .  11) based oa 
a method developed by Junger (ref .  12). 
indicate  t h a t  g r id  refinement does r e s u l t  in convergence t o  the  ana ly t i ca l  
reed ts . 

Calculations reported in Ref. 10 

DECOUPLING APPROXIMATIONS 

For problems i n  which a s t ruc tu re  interacts with a f l u i d  of i n f i n i t e  
extent ,  it may be expensive t o  model enough f l u i d  t o  produce sa t i s f ac to ry  
results, even i f  the  radiat ion condition (eqs. (25) and (26)) is applied a t  
some a rb i t r a ry  outer  surface. 
than i n  the f lu id ,  various schemes can a l s o  be used tha t  approximate the  f l u i d  
e f f e c t s  without ac tua l ly  modeling t h e  f l u i d  (refs. 13 and 14). These schemes, 
generally referred t o  as decoupling approximatime, r e s u l t  i n  an ana ly t i ca l  
expression ( in  d i f f e r e n t i a l  equation form) desc- i b i n g  the  relat ionship between 
the f l u i d  pressure a t  the  in t e r f ace  and the  in t e r f ace  motion. 

Since the  interest is i n  the  s t ruc tu re  r a the r  

For ce r t a in  dynamic3 problems i n  which the  source of the  disturbance is 
in the  f l u i d  ra ther  than in  the  s t ruc tu re  (e.g., underwater explosions), tire 
decoupling approximatim suppl ies  only the  rad ia t ion  pressure. However, the  
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other  contr ibutors  to  the  t o t a l  dynapk, pressure (the incident f r e e  f i e l d  
pressure and the sca t te red  pressure) can be ccmputed as i f  the  s t ruc tu re  were 
r i g i d  and s ta t ionary  and thus comprise the usual right-hand-side forcing 
fmct ion .  

One decoupling approximation which has been used with NASTRAN was 
developed (but not ye t  published) by Dr. Baasen B u n g  af the  Naval Research 
Laboratory. 
the  in te r face  pressure-motion equation is approximated by 

For axisymmetric cyl inders  modeled with conical s h e l l  elesbents, 

where pn is the  nth Fourier harmonic of the rad ia t ion  pressure 

is the speed of so@ i n  f l u i d  

is the  mass densi ty  of f l u i d  

is the  radius of cylinder 

is the  n* Fourier harmonic of the outward normal component af 
s h e l l  displacement 

c 

P 
r 
w n 

Equation (27) is equivalent to  the  so-called doubly asymptotic approximation 
of Geers (ref .  13), which w a s  formulated f o r  more general  three-dimensional 
s i tua t ions .  

To i l l u s t r a t e  how approximations such as equation (27) are applied with 
NASTRAN, consider a cy l indr ica l  s h e l l  subjected to  an underwater shock loading 
(ref. 15). In  the absence of radiat ion pressure p, the  usual t r ans i en t  matrix 
equation would apply 

where the  forcing function f cons is t s  of the  sum of the  incident and sca t te red  
pressures. 
suppl ies  an addi t ional  load on the  s t ruc tu re  so t h a t  the  equilibrium equations 
fo r  the s t ruc ture ,  from equation (281, become 

The rad ia t ion  pressure, which depends on the  s h e l l  motion, 

where p is the  vector of rad ia t ion  pressures a t  each point,  and h is a matrix 
of area fac to r s  converting pressure t o  force.  

Because of the mutual dependence of the s h e l l  motion and the rad ia t ion  
pressure on each other ,  equations (27) and (29) must be solved simultaneously. 
This solut ion is accomplished i n  NASTRAN by defining a new set of s ca l a r  degrees 
of freedom representing the radiat ion pressure a t  each surface point. The set 
of a l l  such pressures I s  grouped in to  the  vector 2. 
vector of unknowns (displacements and pressures) is 

Thus, t o  NASTRAN, the  

1 
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After equation (27) 
t i on  (29), the  resu l t ing  
usual f o w  

I 

has been wr i t ten  at each point and combined with equa- 
matrix equation which NASTRAN integrates is of the  

The contributions to E, IS, and var iab les  are computed 
d i r e c t l y  by NASRU based on geometry a t d  material properties. 
tions to E, E, and K corresponding to the radiation pressure var iab les  (E) are 
the  coef f ic ien ts  apiearing i n  equation (27). 
nal ly  to  NASTRAN aad input d i r ec t ly  (us- t h e  TF bulk data card) into the  
program. 
metric form 

corresponding t o  the  
The contribu- 

Hence, they are computed exter- 

Thus, the  laatriles E, 5 IC, and 1 i n  equation (31) take the  unsym- 

NASTRAN in tegra tes  equations (32) by using the Newmark-Beta f in i t e -d i f  ference 
algorithm, which is unconditionally s t a b l e  i f  equation (32) is s tab le .  

Unfortunately, spec i f i c  numerical r e s u l t s  are not ye t  ava i lab le  f o r  
general publication. However, early success with decoupling approximations 
has convinced the  authors tha t  such apprcaches have great promise as an alter- 
nat ive to the  e x p l i c i t  f i n i t e  element modeling of f l u i d s  of " inf in i te"  extent.  

GENERAL REMARKS 

Two methods by which NASTRAN can be applied 
solut ion of f luid-s t ructure  in te rac t ion  problems 

without modification t o  the  
have been described. 

The f i r s t ,  the  s t r u c t u r a l  analog, is the ''lumped" equivalent of the  
consis tent  formulation described by Zienkiewicz and Newton ( re fs .  1 and 2).  
However, the  lumped approach has the  advantage f o r  the  NASTRAN user t ha t  it 
can be.applied without program modification. Otherwise, the  t w o  pressure 
formulations have similar cha rac t e r i s t i c s ,  including nonsyrnmetric matrices. 
This is i n  sharp cont ras t  t o  displacement approaches ( r e f .  6) which assemble 
symmetric matrices, but a t  the expense of having three times the  number of 
f lu id  unknowns. 

It should be emphasized t h a t  although t h e  analog method was developed 
spec i f ica l ly  fo r  an acoust ic  f lu id ,  the  same technique could be applied t o  a 
wide var ie ty  of problems i n  mathematical physics, including heat conduction 
( re f .  l a ) ,  the  Helmholtz equation, e l e c t r i c a l  o r  magnetic po ten t i a l  problems, 
the tors ion of prismatic bars ,  po ten t ia l  f l u id  flow, or  seepage through porous 
media. In  the  present context of f luid-s t ructure  in te rac t ion  problem, the 
calculat ion of added mass matrices can be accomplished d i r e c t l y ,  s ince  it 
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inwolves solving Poisson's equation i n  the  f l u i d  region where the source 
term8 occur only a t  t h e  f lu id-s t ruc ture  i n t r r f a c e .  
solved with s tandard th ree -d lams iona l  s teady-state  hea t  conductiot  codes 
such as those contained in NASTRAN Level 15.5 ( r e f .  4).  t he  Navy's thermo- 
s t ructural  NASTRAN ( r e f s ,  17 and 181, or the CINDA thermal analyqis  program 
( re f .  19). 

Such equations can a l s o  be 

For i n f i n i t e  media, the explicit modeling of the  f l u i d  is o f t e n  
uneconomical compared with some of the  competit ive methods. For f lu id-  
s t r u c t u r e  in t e rac t ion  problems, the  use of decoupling approximatiom pro- 
vides an attractive a l t e r n a t i v e .  For o the r  general  f i e l d  problems (e.g., 
po ten t i a l  flow), i n t e g r a l  equation techniques are uidely used ( r e f .  20). 

REFERENCES 

1. Zientiewicz, O.C., and Newton, R.E.: "Coupled Vibr ;ions of a St ruc ture  
Sub-rged in a Compressible Fluid," Proc. In t .  Symp. on F i n i t e  Element 
Techniques, S t u t t g a r t ,  1969. 

2. Zienkiewicz, O.C.: The F i n i t e  Element Method in Engineering Science, 
McGraw-Hi l l  PublisCling Company Limited, London, 1971. 

3. But ler ,  T.G., and Michel, D.: "NASTRAN: t Swnary of t he  Functions and 
Capab i l i t i e s  of t he  NASA S t ruc tu ra l  Anal) 5- Computer System," NASA 
SP-260, Washington, D.C., 1971. 

4. MacNeal, R.B., ed i to r :  "The NASTW Theoret ical  Manual," NASA SP-221(01), 
Washington, D.C., 1972. 

5. Mason, J.B.: "The NASTRAN Hydroelastic Analyzer," NASA X-321-71-174, 
Goddard Space F l ight  Center, March 1971. 

6. Kalinoweki, A.J.: "Fluid-Stracture In t e rac t ion  Problems using F i n i t e  
Elements," Proceedings of t he  F i f t h  Navy-NASTRAN Colloquium, CMD-32-74, 
Naval Snip Research and Development Center, Bethesda, Maryland, 
September 1974, pp. 71-86; a l so ,  Defense Documentation Center (DDC) 
Report No. ADA 004604. 

7. Sokolnikoff, I.S.: Mathematical Theory of E l a s t i c i t y ,  second ed i t i on ,  
McGraw-Hi l l  Book Company, Inc., New York, 1956. 

8 .  Dettman, J .W. :  Mathematical Methods i n  Phyaics and Engineering, McGraw- 
H i l l  Book Company, Inc., New York, 1962. 

9. Lysmer, J., and Kuhlemeyer, R.L.: "Fini te  Dynamic Model f o r  I n f i n i t e  
Media," J.  Engr. Mech. Div., ASCE, vol.  95, no. EM4, Proc. Paper 6719, 
August 1969, pp. 859-877. 

428 

I 



1 

f 

* I 

I 

1 I I 
I 

I 1 
I 

1 . . . - -  - * -  t 

I 

d 

10. Schroeder, E.A., and Marcus, M.S.: "Finite Element Solution of Fluid- 
Stnrcture Interaction Problems ," Naval Ship Research and Development 
Cester Report 4707, October 1975. 

11. Schroeder, E.A., and Marcus, M.S.: "Natural Frequencies of a Submerged 
Ring," CMD Report 27-74, Naval Ship Research and Development Center, 
Bethesda, Maryland, October 1974. 

12. Junger, M.C.: "Vibrations of Elastic Shells in a Fluid Medium and the 
Associated Radiation of Sound," J. Appl. Mech., vol.19, 1952, pp. 439-445. 

13. Geers, T.L.: "Residual Potential ana Approximate Methods for Three- 
Dimensional Fluid-Structure Interaction Problems ," J. Acoust . SOC. Arner., 
vol. 49, no. 5 (part 21, 1971, pp. 1505-1510. 

14. Clark, A.V., Jr.: "A Study of Fluid-Structure Interaction and Decoupling 
Approximations," Naval Research Laboratory Report 7590, Washington, D.C., 
December 1973. 

15. Everstine, G.C.: "The Transient Interaction of hisymmetric Structures 
with Fluids," Proceedings of the Fifth Navy-NASTRAN Colloquium, Naval 
Ship Research and Development Center, CMD Report 32-74, September 1974, 
pp. 87-92. 

16. Mason, J.B.: "The Solution of Heat Transfer Problems by the Finite Element 
Method using NASTRAN," NASA X-321-70-97, Goddard Space Flight Center, 
Greenbelt, Maryland, February 1970. 

17. Hurwitz, M.M.: "Additions to the NASTRAN User's Manual and Theoretical 
Manual for a Thermostructural Capability for NASTRAN Using Isoparametric 
Finite Elements," Naval Ship Research and Development Center Report 4134, 
May 1'73. 

18. Hurwitz, M.M.: "Programmer's Manual Additions and Demonstration Problems 
for a Thermostructural Capability for HASTRAN Using Isoparametric Finite 
Elements," Naval Ship Research and Development Center Report 4656, 
March 1975. 

19. Gaski, J.D. : "Chrysler Improved Numerical Differencing Analyzer (CINDA) ," 
Report No. TN-AP-66-15, Chrysler Corporation Space Division, New 
Orleans, Louisiana, April 1966. 

20. Dawson, C.W., and Dean, J.S.: "The XYZ Potential Flow Program," Naval Ship 
Research and Development Center Report 3892, June 1972. 

n 
429 





1 1 

I 1 
I 1 I 

j 
I 
! 
! 

I 

I 
. I  

F 
THE IMPACT OF "FOURTH GENERATION" fYWPIJTEKS 

ON NASTRAN 

James L. Rogers, Jr. 
NASA Langley Research Center 

! 
! INTRODUCTION 

The NASTRAN computer program (ref.1) is currently capable of execut- 
ing on three different "third generation" computers, the CDC 6000 series, 
the IBM 360/370 series, and the UNIVAC 1100 series. In the past, NASTRAN 
has proved to be adaptable to the new hardware and software developments 
for these computers. The NASTRAN Systems Management Office (NSMO), as 
part of NASA's research effort to identify desirable formats for future 
large general-purpose programs, funded studies on the impact of the STAR- 
100 (ref. 2) and ILLIAC IV (ref. 3) computers on NASTRAN. 

i 

The STAE'OO and ILLIAC IV are referred to as "fourth generation" or 
"4G" computers in this paper. 
the differences between generations of computers is not easily definable. 

"Fourth generation" is in quotes because 
i 

Many new improvements have been made to NASTRAN as it has evolved 
through the years. With each new release, there have been improved capa- 
bilities, efficiency improvements, and error corrections. The purpose of 
this paper is to shed 1i;ht on the desired characteristics of future large 
programs, like NASTRAN, if designed for execution on "4G" machines. 

Concentration will be placed on the following two areas: 

1. Conversion to these new machines 
2. Maintenance on these machines 

The advantages of operating NASTRAN on a "4G" camputer is a-30 discussed. 

BACKGROUND 

Figure 1 stows an example of the system changes NSMO has dealt with 
in the past and of some changes presently being contended with. 
chsnges had to be made to Level 15 of NASTRAN when IBM released their 3330 
disk packs. The changes by CDC to a SCOPE 3.4 Operating Systen and by IBM 
to Virtual Storage systems are causing considerable modifications for the 
operation of NASTRAN. 

Minor 
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The STAR-100 and ILLIAC I V  computers both have s igni f icant  hardware and 
software features  t o  support t h e i r  respective pipel ine and p a r a l l e l  process- 
ing capabi l i t i es .  Pipeline and pa ra l l e l  processors can result i n  s ign i f i can t  
increases i n  computation speed when used on vector-type operations. 

A diagram depicting the  pipel ine operations OP the  STAR-100 is shown 
i n  f igure  2. 
i n  the  fd lowing  manner. 
pipeline. They then proceed t o  the  next un i t  i n  the  pipel ine,  which is 
sign cn?trol. 
pipeline.  A(1) and B(1) move t o  the  a l ign  un i t ,  A(2) and B(2) move t o  
the  sign control  un i t ,  and A(3) and B(3) are received by the  p ipe l ine ,  
Each pa i r  of elements then proceeds d a m  the  pipeline,  with a new p a i r  of 
elements enter ing the  pipel ine at each t ransfer ,  u n t i l  the  r e s u l t  is cal- 
culated and placed i n  t h e  resul t  stream. 

When operating on t w o  vectors ,  A and B, the  p ipe l ine  works 
E lemen t s  A(l) and B(l)  are received i n t o  the  

A t  t h i s  time elements A(2) and B(2) are received i n t o  the  

The conceptual design of the  ILLIAC I V  with its 64 processing ele- 

ipe l ine  processor, With p a r a l l e l  processors, PEo 

A l l  of these operations take place simul- 

ments (PE) is shown i n  f igure  3. 
en t ly  on vectors  than a 
operates on A(1) and B ( J ,  PE operates on A(2)  and B(2) ,  ..., and PE63 
operates on A(64) and B(64). 
taneously. 

The parallel processors operate d i f f e r -  

The STAR-100 and ILLIAC I V  s tud ies  were conducted t o  gain insight  
i n t o  the  po ten t i a l  impact of major system changes on la rge  f i n i t e  element 
programs l i k e  NASTRAN. 
t ive :  t o  inves t iga te  the  f e a s i b i l i t y  of modifying Level 16 of NASTRAN i n  
order t o  make it execute e f f i c i e n t l y  on the  subject computer. 
t i v e  was t o  be accomplished i n  the  following four s teps :  

In  each of these s tud ies  there  w a s  one main objec- 

This objec- 

1. Ident i fy  and describe the  areas i n  NASTRAN which (a) e a s i l y  
lend themselves t o  o r  (b) could cause problems i n  conversion 
t o  the subject computer. 
Determine the  areas of NASTRAN where (a: r > d i f i c a t i o n s  a r e  
needed t o  improve eff ic iency,  and (b) s ign i f icant  benef i t s  
could be expected from using new s t r a t eg ie s  or  algorithms 
fo r  the  subject computers. 
Determine whether o r  not the  above changes can be made i n  a 
way t h a t  the  e f f ic iency  of NASTRAN can be improved with 
l i t t l e  o r  no increase i n  the  number of computer dependent 
subroutines. 
Estimate the  time and cost  involved i n  designing, coding, 
and implementing each of the modifications ident i f ied  above. 

2. 

3. 

4. 

Many d i f f e ren t  aspects  of NASTRAN were studied. These itmu include: 

1 

! 

1. Linkage Editor 
2. Input/Output 
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3. Paging Problems 
4. Machine-Dependent Code 
5. Matrix Operations 
6. Checkpoint /Restart 
7. Compilers 

The details of these aspects are discussed subsequently. 

The STAR-100 and ILLIAC IV are completely dissimilar 3.n the method 
of operating on vectors. 
finite element programs like NASTRAN may require distinctly different 
versions to function efficiently on each machine. 

Because of this and other dissimzlarities, 

CONVERSION 

This section is concerned with the effort required to convert an 
existing version of NASTRAN to execute efficiently on a "4G" computer. 
Two baeic questions are answered in this section. 
scope of the required changes in terms of time and manpower? (2) 
areas of NASTRAN must be comrerted to exploit "4G" technology? 

(1) What is the 
Which 

Scope 

The conversion effort to a new computer may be conveniently divided 

The second step takes 
into a two-step process. The first step involves converting the currently 
existing NASTRAN to execute on the "4G" computer. 
the converted code and improves it so that NASTRAN will txecute efficient- 
l~ on that computer. 
complete both steps on the STAR-100 and ILLIAC IV. 

Table 1 sunrmarizes tho total effort required to 

An effort of 67 man months (ref. 2) over 9 months is estimated to 
convert NASTRAN to execute on the STAR-100. 
a scalar version of NASTRAN, which does not exercise the vector processing 
capability, and results in almost no improvement over the CDC bboo. 
exploit the vector processing capability of the STAR-100 would require 
another 30-60 man months over a 10-18 month time period. 
months in the initial conversion step, only 12 man months are to be used 
in actual NASTRAN code conversion. 

This effort results in only 

To 

Of the 67 man 

An effort of 60 man months over 18 months (ref. 3) is estimated to 
convert NASTRAN to execute on the ILLIAC IV. This effort would not make 
full use of the parallel processing capability, but it is estimated that 
this will give the user 37% faster NASTRAN execution than the same run m 
an ISM 370/165. 
another 50-80 man months Over an 18-24 month ptkiod, 

To make efficient use of the ILLIAC IV would require 
This effort would 
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a l low NASTRAN t o  execute  an es t imated  90% f a s t e r  than on t h e  IBM 370/165. 
Of t h e  60 man months i n  t h e  i n i t i a l  conversion s t e p ,  4 3  man months were 
est imated f o r  actual NASTRAN code c o w e r s i o n .  

Required Changes t o  NASTRAN 

The changes t h a t  would be needed i n  t h e  NASTRAN s y s t e m  inc lude  t h e  
f o l  lowing : 

1. 

2. 

3.  

4. 

The Linkage Edi tor  - The modif icat ions t o  t h e  J h k a g e  E d i t o r  depend 
on t h e  p a r t i c u l a r s  of t h e  computer involved. Conversion t o  t h e  ILLIAC 
I V  could r e q u i r e  t h e  Linkage Edi tor  to  be completely r e w r i t t e n  ( a  for-  
midable t a s k ) ,  s i n c e  t h e  present  Linkage E d i t o r  on t h e  ILLIAC I V  h a s  
no over lay  c a p a b i l i t y  ( r e f .  3). Whereas, conversion t o  t h e  STAR-100 
could involve dropping t h e  Linkage E d i t o r  i n  favor  of execut ing  NASTR'N 
as a s i n g l e  c o n t r o l l e e  f i l e  ( r e f .  2) .  

Input/Output - There are several important d i f f e r e n c e s  between NASTRAN 
and STAR I / O  techniques ( r e f .  2 ) .  NASTRAN h a s  hundreds of  d a t a  blocks 
a l l o c a t e d  over 50 f i l e s ,  whi le  t h e  STAR Operat ing System (OS) pro- 
v i d e s  lesb than 15 f i l e s .  NASTRAN has  open-ended f i l e s ,  whi le  STAR OS 
r e q u i r e s  a l l o c a t i o n  of  t h e  f i l e  space a t  t h e  time t k x  f i l e  is opened. 
The NASTRAN G I N 0  provides  random access methods employing indexed- 
Sequent ia l  f i l e s ,  while  STAR OS employs a s imple s e q u e n t i a l  record r.-n- 
ager .  
handle t h e  bulk 
o r i e s  and t h e  ILLIAC I V  d i s k  memory. 
ILLIAC IV computer, because of t h e  increased  computational speed, t h e  
1/0 m u s t  b e  h i g h l y  opt imized so as not  t o  decrease o v e r a l l  e f f i c i e n c y .  

On t h e  ILLIAC I V ,  t h e  NASTRAN I/O package must he optimized t o  
of d a t a  t r a n s f e r s  between t h e  processing element mem- 

In  e i t h e r  t h e  STAR-100 o r  t h e  

Paging Problems - In STAR, a V i r t u a l  Storage computer, paging I s  a 
method fOA' a s s o c j a t i n g  v i r t u a l  memory wi th  r e a l  memory. 
f a c t o r s  i n f l u e n c e  t h e  page s i z e  determinat ion i n  a s c a l a r  v i r t u a l  
machine, namely code organiza t ion ,  compression, t r a n s p o r t  time, and 
t h e  page replacement a lgori thm. Addit ional  f a c t o r s  i n f l u e n c i n g  t h e  
page s?.ze are c r e a t e d  with t h e  i n t r o d u c t i o n  of t h e  v e c t o r  c a p a b i l i t y .  
These f a c t o r s  inc lude  t h e  c o s t  of h a l t i n g  a v e c t o r  i n s t r u c t i o n  t o  
r e p l a c e  a page, t h e  c o s t  of r e s t a r t i n g  a v e c t o r  i n s t r u c t i o n ,  and t h e  
v e c t o r  length.  Before any conversion could t a k e  p l a c e ,  a l l  of t h e s e  
f a c t o r s  would have t o  bo examined and an opt imal  page s i ze  determined. 

Severa l  major 

Machine-Dependent Code - A l l  machine-dependent subrout ines  would, of 
course,  r e q u i r e  complete recoding i n  a "4G" assembly language. 

i 

f 
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7.  

Matrix Operations - The matrix operation modules of NASTRM! should be 
highly optimized for a "4G" computer, in order to exploit the special 
advantages of these computers. 
the NASTRAN matrix file structure could be optimized for the STAR-100 
by dividing the matrix files into two separate files. One fl?? would 
contain all the cont:ol information such as column, row Csition. and 
members of coefficients. This often eqables one to operate directly 
on the coefficiencs without infermediate reorganization of the coef- 
ficlents that for efficient pipeline processing. It was suxgested in 
reference 3 that matrix operation modules could be optimized on the 
ILLIAC IV by developing detail specifications before beginning imple- 
mentation. 
tron of array storage conventions within the TT,LIAC IV processing ale- 
ment memories, and specialized storage schemes and disk mapping criteria 
for internal file communications and ehiernal files used in intermodular 
comunicat ion. 

It was suggested in reference 2 that 

These preliminary design criteria would consider defini- 

Checkpoint/Restart - Indiscriminate checkpojnting of data files is 
most undesirable on "4G" computers. The transfer rates to and from a 
disk and central memory are s l w  compared to the execution poxer of a 
"4G" computer. Often, therefore, the cost effective approach would 
be to recalculate rather than checkpoint and restart. 

Compilers - The STAR-100 FORTRa. compiler encompasses the NASTRAN 
FORTRAN subset with one exeception: 
( t i )  in a calling sequence to signify a non-standard return label. 
FORTRAN specifies that the symbol be a dollar sign ($1. The ILLIAC IV 
has a compiler option Whici1 will convert stand~rd FORTRAN to IVTRAN, 
the ILLIAC IV FORTRAN-based language. This option examines DO loops 
of standard FORTRAN programs and converts them into more efficient 
DO FOR ALL loops for use on the ILLIAC IV. 

the use of the ampersand symbol 

Although all of these aspects of conversion are important, both studies 
(ref. 2,3) concluded that the majority of time in any conversion effort 
would be spent ir optimi2irrg the matrix operations. 

Single-Programing and Mult i-Programming 

The ILLIAC IV is L single-programming computer, i.e. it is dedicated 
to execution of only one job at a time. Whereas, the STAR-100 is eventually 
anticipated to operate in a multi-programming mode, i.e. it will execute manv 
jobs simultaneouslv at any one time. Reference 2 concludes that the STAR- 
100 CPU worild remain idle most of the time if NASTRAN were executed on the 
STAR-100 in a single-programming environment. 
inefficient. 
multi-programming environment. 
ation of the conversion computer into consideration before conversion begins. 

This, of course, would be vert  
Because of its configuration, the ILLLAC IV cannot handle R 

Thus one must definitely take the configur- 
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" Front-End" and Complete Convers io-. 

One of the  major questions that arose during both the  STAR-100 and 
the ILLIAC I V  s tud ie s  w a s ,  Is the  preferred configurat ion t o  have NASTRAN 
execute i n  a host plus  "4G" computer ("front-end") environment (e.g. 
let  STAit 3n w a t  STAR does bes t  and leave the  rest t o  the  CDC 6000) of 
f o r  NASTRAN t c  be completely converted t o  the  "46" computer? 
concluded t h a t  i f  conversion were contemplated, t he  preferab le  mcde is  
f o r  NASTRAN t o  be converted t o  do a l l  of its executions on a "46" corn 
puter. 
concept over the  "front-end" concept. 

Both s tud ie s  

There are several reasons f o r  recommending the  complete conversion 

! 

1. The STAR-100 requi res  180 msec t o  t r a n s f e r  one page of data  
from the  CDC 6000 t o  the  STAR-100. 

2. Once the  "front-end" coucept w a s  working, t he  remaining con- 
version e f f o r t ,  t o  ge t  a l l  of NASTRAN on a "46" computer, 
while involving s i g x i f i c a n t  volumes of code, would not requi re  
the  fu r the r  system type extensions. 

3. The cos t  of t o t a l  conversion is estimated t o  be less than t h a t  
of t he  "front-end" concept. 

There are some differences when converting t o  a hos t  p lus  "46" COUP 

puter  and a to t a l  conversion e f f o r t .  

The conversion of NASTRAN t o  a hos t  plus  "46" computer involves only 
a subset of NASTRAN. Prime candidates fo r  t he  conversions are the  funct- 
ional  modules which have modest input requirements, heavy computer and/or 
i n t e rna l  1/0 requiremcnts, and modest output requirements. New code must 
be generated t o  pass data  between the  "46" computer and its host.  
new code would hsve t o  be developed so t h a t  when NASTRAN is running on the  
host computer i t  can e i t h e r  continue processing o r  go i n t o  RECALL u n t i l  
a needed f i l e  is received from the  "4G" computer. 

Further,  

I f  the  complete conversion takes  place,  the  r e s u l t i n g  NASTRAN code 
would be computer dependent. 
" third generation" NASTRAN and probably no: even compatible with another 

It would no longer be compatible with a 

"4G" NASTRAN. 
uation discussed i n  the  next sect ion.  

This would complicate the  maintenance-of NASTRAN, a sit- 

-NTENANCE 

Once a la rge  computer program has been developed o r  converted and 
released t o  a e r s ,  t h e  maintenance of t h a t  program becomes t h e  pr imary 
concern. NASTWV's maintenance e f f o r t  centers  around an archive version. 

436 



I 

t 
I 

I 

1 i 

1 1 
! 

1 

I 

1 

I 

This version is continually being modified and contains all of the latest 
error corrections and new capabilities. The CDC, IBN, and the UNIVAC 
versions are generated from this archive version. Each of these versions 
also has its own unique features which must be maintained separately. 
These features include machinedependent subroutines, special linkage 
editor control cards, and subroutines with multiple entry points or 
non-standard returns. 

As figure 4 shows, the archive version IS used to create a particular 
test version. If an 
error occurred in a machine-independent subroutine, then its correction 
in the archive version probably results in a correction in all versions. 
However, if the aror occurred in a machine-dependent subroutine, then it 
may or may not occur in other versions and further testing is required. 
After the known errors are corrected, the next version is tested. 
looping of this procedure is continued until all three versions of NASTRAN 
are ready for delivery to the public. The extensive machine-independent 
code and other well developed relationships among the three versions are 
fully utilized to uinimize the testing effort required. 

Demonstration problems are then run on this version. 

The 

The "4G" computers involve radical departures from the "3G" machines 
and strong variations among themselves requiring different special prc - 
gramming language. 
"machine-dependent". 
machine versions cannot be minimized through extensive conrmonalfty of code, 
as it is for the three existing NASTRAN codes. 

Thus, for such machines, - all code is essentially 
The cost of maintenance efforts for different 

ADVANTAGE OF CONVERTING NASTRAN TO 
A "4G" COMPUTER 

The primary advantage in converting NASTPAN to a "4G" computer is the 
gain in computational speed, espepially for vkLtor-type operations. Tables 
2, 3, and 4 show some timing comparisons for the ILLIAC IV, STAR-100, and 
present "third generation" NASTRAN computers. 
that the STAR-100 and ILLIAC IV are on the order of 5 to 10 times faster 
than the fastest "third generation" computer when a large number of steps 
are involved in the calculation. 
of NASTRAN operations performed on the ILLIAC IV with the IBM 370/165 and 
the CDC 6600 computers. 
position was selected as a representative operation involving large amounts 
of both computation and input/output processing,. 
10,000 degree-of-freedom matrix would take 100 hours on the IBM 370/165 
or 150 hours on the C L J  6600 when spill occurs. 
could be run in 4 hours on the ILLIAC IV. 
between the STAR-100 (anticipated) and CDC 6600 computers for decomposing 
a stiffness matrix. The algorithms used are Gauss elimination (in symmetric 
form) or Cholesky decomposition (with or without square roots) (ref. 2). 

From table 2 it can be seen 

Table 3 cmparec the potential efficiency 

For this comparison, the process of matrix decom- 

The decomposition of the 

This same job, however, 
Table 4 shows a time comparison 
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The ef fec t ive  bandwidth depends upon the  numerical algorithm used i n  
implementing the  mathematical algorithm. For t h i s  tab le ,  the  e f f ec t ive  
bandwidth has been set t o  4@, where iy is the number of equations. 
is a l s o  assumed that both computers have f u l l  machine u t i l i z a t i o n  of CPU 
time. It can be seen from the tab le  tha t  fo r  20,000 equations, the  
Cholesky method on the  STAR-100 is 30 times f a s t e r  than the  Cholesky 
(FORTRAN) method on the  O C  6600 (13 minutes on the  STAR-100, 6 hours 
38 minutes on the CDC 6600). 

type operations tha t  are so common i n  f i n i t e  element programs. 

It 

For the  above tab les ,  it is obvious tha t  
46" computers have a speed advantage when performing the  la rge  vector- I* 

CONCLUDING REMARKS 

As a pa r t  of NASA's research toward iden t i f i ca t ion  of des i rab le  forms 
fo r  fu ture  la rge  f i n i t e  element programs, s tud ies  were made of the  required 
scope and technical  changes which would be necessary to  make NASTRAN oper- 
ate e f f i c i e n t l y  on two "4G" computers, the  ILLIAC IV and the  STAR-100. 
Conversion e f f o r t s  fo r  e i t h e r  of these two computers could conveniently be 
divided i n t o  two steps. The f i r s t  s t e p  would r e s u l t  i n  a working, not 
e f f i c i e n t ,  version of NASTRAN. The second s t ep  would optimize the  r e s u l t s  
of the  f i r s t  s t ep  and y ie ld  an e f f i c i z n t  version cf NASTRAN on a "4G" com- 
puter. 
resu l t ing  version of NASTRAN would show only small improvements i n  execu- 
t ion  speeds over similar "3G" versions. 
s t eps  and release a "4G" version of NASTRAN t o  the  public would take a 
minimum of three years. 

The f i r s t  s t ep  alone w a s  found not worth the  e f f o r t ,  s ince  the  

The time frame t o  complete both 

Numerous areas  D f  NASTRAN would need nmdification t o  take advantage of 
the  increased computational speed of a "4G" computer. 
changes include the  Linkage E d i t o r ,  input/output,  machine-dependent code, 
matrix operation subroutines, and the  checkpoint/restart  capabi l i ty .  
of the e f f o r t ,  however, would be spent optimizing the  matrix operation sub- 
rout ines  t o  exploi t  the capab i l i t i e s  of "46" computers. A t o t a l  conversion 
t o  a "4G" computer appears t o  be preferable  t o  using a host "4G" computer 
environment. 
t ive .  Moreover, required changes would y ie ld  e s sen t i a l ly  a l l  machine- 
dependent code and grea t ly  amplify the burden of maintenance. 

k e a s  requiring 

Most 

However, the converted "4G" NASTRAN would not be cost  effec- 

There are no current plans fo r  NASA t o  convert NASTRAN t o  a "4G" 
computer. There are, however, other pro jec ts  t o  develop s t ruc tu ra l  anal- 
y s i s  codes for  "46" computers. These a r e  the ILSA ( E I A C  I V  S t ruc tu ra l  
- Analysis) F- Vject sponsored by the Auvanced Research Projects  Agency and 
supervised .,y t h e  Defense Nuclear Agency and a project designated as FESS 
(Finfte - - Element System for  STAR-100) a t  Langley Research Center. 
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Number of 
Equations 

100 

250 

50Q 

750 

1000 

3000 

5000 

10000 

20000 

TABLE 4 

TIMING ESTIMATES FOR THE DECOMPOSITION 

OF A STIFFNESS MATRIX 

Time (sc 

STAR (FOHTRAN) 
j;A USS CHOLESKY 

.08709 ,07469 

.35107 .a2035 

1. RG3.1 I .  3345 

2.6060 2.6346 

4.049H 1 ' .  2020 

24.392 2H. 236 

55.013 (i7.703 

170.49 230.09 

537.25 798.85 

CDC 6600 (CHOLESKY) 

2.7502 1.5520 

10. E(G2 ti. 136G 

3X. GO1 1 ri. 251 
59.85ci 35.3:,1 i 
94.844 57.04 1 

743.3s 546.28 

2035.2 1612.2 

6t.39. 7 5G39.7 

23914. 20 524. 

443 

i 



I 

! 
I 

1 
i 

LA 

LA 
V-l 

- 

LA 
4 

M 
h 
b, 
H - 
cv 
h 
b, 
M 

r 

i 

0 
Y 
U 

I 

I 

444 

1 



1 

t 
I 

I 

4 

A 
m Q m 

m 
e m 
n 

a3 
W 

* m 
cv m 
n 

CD 
W 

m 
M e n 

CD 
W 

n 
cv 
U 

W > 
W 
0 
W 

PL 

I 

cv 
o 
W c 
v) 

M 

4 
3 

a 

i 
I 

cy 

0 

T 

L, 

4 a 
2 ? 

a a 
W W 

Q LI 
0 0 

0 0 
0 0 

0 0 
0 0 

U m 



1 

i 

w 
w 

n n  

w - -  a UPP 
N M 

C 
rl 

5 

U 
C 

Izi 
P 
aD 

ii 
I 

m 

! 

446 



i 

1 





1 

b 

f 

A 

I 

I 1 1 
I I 

NASTRAN PRE- AND POSTPROCESSORS 

USING LOWCOST INTERACTIVE GRAPHICS 

E. D. l lerness and H .  2. Kri lo f f  

Boeing Computcr Se rv ices ,  Inc .  

ABSTRACT 

Low-cost graphics  are now a v a i l a b l e  t o  t h e  engineer .  
tube termital ,  t h e  t ime-shar ing  computers,  and t h e  communication through 
t h e  o rd ina ry  te lephone are t h e  hardware advances t h a t  now make low-cost 
graphics  a r e a l i t y .  Time-sharing s y s t e m  sof tware  and an easy  t o  use 
graphics  l i b r a r y  a r e  t h e  sof tware  t h a t  make developing pre- and post-  
p rocessors  easy and inexpensive.  A des ign  f o r  a NASTRAN preprocessc;  ib 

given t o  i l l u s t r a t e  a t y p i c a l  preprocessor .  Severa l  d i s p l a y s  of NPSTRAN 
models i l l u s t r , t e  t h e  preprocessor ’s  c a p a b i l i t i e s .  A des ign  of a XASTRAN 
pos tprocessor  is presented  a long  wi th  an example of d i s p l a y s  generated by 
t h a t  NASTRAN processor .  

The l)w-cost s t o r a g e  

INTRODUCTION 

A l a r g e  p a r t  of t h e  c o s t  f o r  s t r u c t u r a l  a n a l y s i s  is i n  t h e  p repa ra t ion  
of c o r r e c t  input  d a t a  (Reference 1). Pre- and pos tprocessors  a r e  e f f e c t i v e  
i n  reducing  t h e  c o s t  of i npu t  d a t a  p repa ra t ion  and output  a n a l y s i s  (Refer- 
ence 2 ) .  

The d a t a  used t o  d e f i n e  a NASTRAN model and t h e  r e s u l t s  generated by a 
NASTRAN a n a l y s i s  a r e  g raph ica l .  
has  been so widely used. The major problem v i t h  t h e  p l o t t i n g  package i n  
NA,TRAN is one of computer ope ra t ions .  The time i t  t akes  t o  ge t  a NASTAN 
job scheduled ,  run  on t h e  computer and p l o t s  re turned  is o f t e n  s e v e r a l  
days Thi.; is  too  long a time for an  a n a l y s t  t o  e f f e c t i v e l y  check h i s  
input  i n  t h i s  manner. A s  a r e s u l t  many expensive NASTRAN runs a r e  made 
t h a t  s o l v e  t h e  wrong model. This sugges ts  a NASTRAS preprocessor  usino, 
i n t e r a c t i v e  g raph ic s .  

This  is t1.e rpason t h e  p l o t t i n g  c a p a b i l i t y  

A NASTRAN preprocessor  u s ing  low-cos; i n t e r a c t i v e  g raph ic s  can reduce 
t h e  time and c o s t  of making a NASTMN a n a l y s i s .  Input  e r r o r s  can be 
loca ted  and c o r r e c t e d  i n  minutes a t  very low c o s t .  The NASTRAN input  
deck is more c o r r e c t  before  t h e  f i r s t  NASTRAN run is made and t h e  a q a l y s t  
has  t h e  confidence of  s e e i n g  and v e r i f y i n g  the  input  model. 
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A NASTRAN pos tprocessor  u s ing  low-cost i n t e r a c t i v e  graphics  can r e p l a c e  
p a g e s o f o u t p u t  w i th  a few g raoh ica l  d i s p l a y s .  A displacement  vec to r  o r  
mode shape can be  d isp layed  and v i s u a l i z e d  ic minutes  t h a t  may t ake  
s e v e r a l  hours  to  understand from t h e  l i s t i n g .  The speed wi th  which one 
can see and i n t e r p r e t  t h e  r e s u l t s  ar.,' :he a b i l i t y  t o  i n t e r a c t i v e l y  choose 
t h e  d a t a  and view i t  a r c  t h e  majar advantages of a low-cost i n t e r a c t i v e  
pos tprocessor  over  t h e  NASTRAN p l o t t i n g  package. 

The purpose of t h i s  paper is t o  d i s c u s s  t h e  advances i n  hardware and 
sof tware  t h a t  
and c a p a b i l i t y  of a NASTRAN preprocessor  is d iscussed  d o n g  with s e v e r a l  
d i s p l a y s  of input  models. 
processor  t h a t  d i s p l a y s  t h e  NASTRAN reslults a r e  a l s o  d iscussed .  

i k e  low-cost i n t e r a c t i v e  graphics  easy  t o  use.  The dzs ign  

The des ign  and c a p a b i l i t i e s  of a NAS7K4N post-  

LOW-COST GRAPHICS HARDWARE 

The major reasons  f o r  t!.c iucreased u t i l i z a t i o n  of computer-bzsed g raph ics  
have been t h e  s t eadv  dt -e i n  t h e  c o s t  of che hardware requi red  and t h e  
improved performance 0:  -e systems. The decrease  i n  c o s t  is due t o  
improved technology and t h r  economics of increased  u t i l i z a t i o n .  These 
f a c t o r s  c a r r y  through t o  each of t h e  components t h a t  Fake up t h e  graphics  
system: t h e  h c s t  computer, t h e  comu.; icat ions l i n e s  and t h e  graphic  te rmina l  
(sc? Figure 1 ) .  New t r ends  may change t h e  p re sen t  techniques  f o r  imple- 
menting graphics ,  ' 7 1  c t h e  d i r e c t i o n  of i r - x e a s e d  i n t e r a c t i o n  wi th  grapkics  
images w i l l  cont inue.  

The advent of t ime-sharing computing s y s t e m s  has  decreased t h e  c o s t  of 
us ing  a computer because now t h e  use r  pays f o r  on ly  t h e  r e sources  t h a t  
Le uscs ,  no t  t hose  he has  access  to .  This improved u t i l i z a t i o n  a l lows  
t h e  use r  t o  cons ider  a p p l i c a t i o n s  where l i t t l e  computation is performed 
and d a t a  are merely manipulated and reformatted bv t h e  computer. These 
a p p l i c a t i o n s  in s t ead  of was t ing  r e sources  a l low more u s e r s  t o  use  a 
given computer system, dec reas ing  t h e  c o s t  t o  each use r .  The user  a l s o  
has  a v a i l a b l e  t h e  i q r o v e d  and s p e c i a l i z e d  sof tware  de\elr,;ment a i d s  t h a t  
are only  economical when u t i l i z e d  by many u s e r s  and he can s h a r e  d a t a  
s t o r a g e  c o s t s  among a number of a p p l i c a t i o n  systems. The use r  is now 
not  r e s t r i c t e d  t o  a s p e c i f i c  pdckage o r  hardware s v s t e m  but can now 
choose t h a t  system t h a t  b e s t  s u i t s  t h e  needs of h i s  a p p l i c a t i o n .  Th i s  
f-hen decreases  t h e  c o s t s  t o  modify the  sofLware so t h a t  i t  w i l i  f i t  a 
given hardware conf igu ra t ion  and system. 

The user  does not  need t o  be geographica l ly  near  t h e  hos t  computer. 
Due t o  advances i n  t h e  f i e l d  of telecommunications,standard te lephone 
l i n e s  :an be used t o  ca r -  j t h e  s i g n a l s  from t h e  h o s t  computer t o  a remote 
te rmina l .  Since the  -omputer s i g n a l s  a r e  d i g i t a l  and t h e  te lephone l i n r s  
t ransmit  analog s i g n a l s  on ly ,  a device  is i-sed t o  modulate t h e  analog 
c a r r i e r  s i g n a l  w i t l -  t h e  d i g i t a l  s i g n a l ,  and to  de..lodulate (sepal  i t e )  t h e  
s i g n a l s  a t  t h e  o t '  - : i ~ i .  This  device i s  c a l l e d  a modem (modulat .- 
- dsmodulaLori and ha.: decreased ir. p r i c e  while  i nc reas ing  i a n ; t a  tr.?xs- 
mission r a t e .  
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cost decrease has occurred in the development of graphic 
Ticreased usage, simplified technology and improved design 

. have made graphic terminals easier to use and less expensive. The threc 
different types of terminals that will most affect graphics development 
in the next few years are the direct-view storage tube, the plasma panel 
and the intellLgent terminal. 

The direct-view s? -age tube (DVST) is a modified form of cathode ray 
tube (CRT) where ail electron beam strikes the phosphor-coated face of 
the tlibe. This excites the phosphor which then emits light when it 
retuns to the normal uliejicited state. In the DVST a negatively charged 
grid is placed between the phosphor and a low energy unfccused electron 
beam. The negative charge prevents the electrons in the electron beam 
from reaching the phosphor and exciting it. However, a second, high 
enerp:r focused ezectron beam is used to remove electrons from the grid, 
allowing the phosphor to be excited at that location. Therefore, the 
grid serves as a memory for the image being drawn. The use of the elec- 
trostatic grid memory allows the system to have both a low speed connection 
between the terminal and the computer and to provide storage for very 
complex graphical images. 
terminal, thereby providing decreased cost due to mass production economics. 

The DVST is widely marketed as a commercial 

The plasma panel is a newer. le- cc-ple~ iechnology. The unit is totally 
digital, eliminating the need for circuitry such as digital-to-analog 
converters and can seive as both an input and a display device. Whi'e 
presently not iri wide usage,these displays aid other matrix displays 
siqiiar to these should gradually replace the CRT displays in the next 
c'ecilde. The advant2ges of compactness, simplicity, and the optical mixing 
of photographic and computer-gmerated images will gradually overcome the 
advantages of the preszntly more widely used displays. 

7 le third influence in the low-cost terminal market is the potential effect 
of the intelligent terminal. This is a display device combined with a 
micrc- or miniprocessor. These processdrs are already in the under $100 
price range anj  can replace much of :he specialized digital circuitry re- 
quired by the present generation of terminals. Combined with the graphic 
display these 'rocessors provide a terminal that removes part of the 
processing loau from the host computer, impraves system response characcer- 
istics, and standardizes the user interfaces for nany very different host 
computer systems. The advantages of personalized computing quickly out- 
weighs any small additional cost (if any) reqbired by adding the processor. 
The main deterrent to the widespread usage of such systems will be the 
bigh cost of Jeveloping software to support the terminal processing systems. 

f 
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SOFTWARE FOR LOW-COST GRAPHIC TERMINALS 

While the cost of the hardware used by graphic systems has steadily 
decreased, software prices have often increased the cost of using such 
systems. Since the software is as important as the hardware (sometimes 
m r e  so since software can be used to mdify the performance of the 
hardware while the hardvxe seldom changes the type of software required) 
the cost and asage of Jftware is an important systems cossideration. 

The softvare required by a graphics system consists of a time-shared 
operating system, a higher level graphics language, and a graphics library. 
The time-shared operating system has two components that are very important 
for graphics systems. 'These components are the command interpreter and 
the text editor. The command interpreter provides the ability to select 
among a series of options, those programs, defaults and data files that 
will be used in a given task. The text editor is used to p;c?pare programs 
and data for manipulation by the systsm. 

A number of considerations must be addressed in the implementation of a 
higher level graphics language. These considerations are: the choice of 
an implementation language, the use of interpreters, the restrictions of 
device independent scfcware and the use of general data structures. 

The choice of a graphics language that would remove many of the diffi- 
culties of presently available languages is always a very tempting alter- 
native. However, it takes from 7 to 15 years for a new programming 
language to be widely accepted no matter how many useful features are 
part of the language. Since graphics is only one part of the requirements 
for a programming language this long lead time prevents the utilization 
of a new language. 
programming language without creating a new language. This is through 
the use of a precompiler chat converts the modified syntax into some more 
widely used laliguage. This gives the programmer the option to use the 
new syntax where it benefits the program development and the accepted 
language where the advantages of portability and greater utilization are 
more important. 

However, there is a way to aodify the syntax of a 

Another choice in the implementation of a graphics system is whether 
the lanpuige should be provided as a compiler or as an interpreter. 
In a compiler the program code is translated fntc machine instructions 
as a complete entity. More than one language statemelit may be used to 
provide information about data structures, execution control or type of 
algcrithm. Most nf ?'le execution decisions are made at this point 
allowing optimization of the final code. If an interprc er is used 
each statement is translated and immediately executed in t!.d order 
determined by the program execLtion. This allrus less optimization bl;t 
greater flexibility in t!-e execution of the program. As the graphic 
commands get ':igner nJ. (i.e., each statement defines 3 more complex 
operaticn) the disti. -1.311 between a compiler and an interprete becomes 
less significant. The ideal mixture is a very high-level compile. allow- 
ing complex user-aefined data structures and code optirnizatior, with state- 
ments that are mini-interpreters allowing greater freedom in the ..xecution 
phabr. Features such d s  data editing and exer*-tion control can tFereby be 
ut i 1 i zed wi t hot1 t r wornpi 1 ing the program. 

I 
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i. The use  ot a compiler s o l v e s  one o t h e r  problem. S ince  theve are a l a r g e  
number of graphic  d i s p l a y  dev ices ,  each wi th  both d e s i r a b l e  and undesir-  
a b l e  f e a t u r e s ,  t h e  a b i l i t y  t o  use  more than  one dev ice  wi th  t h e  same pro- 
gram code (device  independence) is an important  f e a t u r e  of any g raph ics  
system. I n  an in t e rp re t e r -based  system t h e  machine code f o r  each d i s p l a y  
dev ice  would have t o  be  p a r t  o f  t h e  system and each t i m e  t h e  program 
provided a d i s p l a y  command it  would have t o  check which dev ice  i t  w a s  us ing .  
Th i s  would i n c r e a s e  t h e  s i z e  of t h e  u s e r  program and dec rease  t h e  execut ion  
speed. 
would load only  those  r o u t i n e s  r equ i r ed  by t h e  dev ices  being used. 
change dev ices  would r e q u i r e  t h e  recompil ing o r  r e load ing  of t h e  u s e r ' s  
program. 

I n  a compiler t h i s  d e c i s i o n  would be made on ly  once and t h e  system 
To 

The d a t a  used to  gene ra t e  graphic  images can e x i s t  i n  a number of d i f f e r e n t  
formats  w i t h i n  t h e  computer. These forms are d i c t a t e d  by t h e  d i s p l a y  
hardware, t h e  a p p l i c a t i o n  progral.  o r  t h e  o p e r a t i o n s  t h a t  r a y  be performed 
on t h e  d a t a .  When these  forms are s imple ( a r r ay  type  seqaences)  a 
wide v a r i e t y  of graphic  sof tware  can be developed t o  e d i t  o r  enhance t h e  
image t o  be d isp layed .  As t h e  d a t a  s t r u c t u r e s  hecome more complex, less 
g raph ic  so f tware  is a v a i l a b l e  as a s t anda rd  p a r t  of t h e  system and i t  
becomes t h e  u s e r ' s  r e s p o n s i b i l i t y  t o  provide t h e  necessary  r o u t h e s .  
f o r e ,  t h e  more complex d a t a  s t r u c t u r e s  are used only  where they  add t o  t h e  
u t i l i t y  of t h e  informat ion  r ep resen ta t ion .  

There- 

Thus, a system implemented as a h igh- leve l  r recompi le r  w i th  a s imple d a t a  
s t r u c t u r e  provides  t h e  b e s t  mixture  of e f f i c i e n c y  and f l e x i b i l i t y  i n  a 
g raph ics  system. Where a l a r g e  en( Jgh l i b r a r y  of p r i m i t i v e  o p e r a t i o n s  
a r e  a v a i l a b l e  to  t h e  system use r ,  g raphics  can be simply and u s e f u l l y  
added to  a p p l i c a t i o n  programs. 

THE GRAPHICS DISPLAY LIBRARY 

Each of t h e  hardware, sof tware  o r  u se r -d i r ec t ed  ope ra t ions  are implemented 
by one o r  more cal ls  t o  l i b r a r y  subprograms. These subprograms provide 
c a p a b i l i t i e s  f o r  a c c u r a t e ,  f a s t  sild easy  gen- ra t ion  of t h e  d i s p l a y  p o r t i o n  
of t h e  a p p l i c a t i o n  program. I n  o rde r  t o  provide  f o r  t h e  dev ice  indepr idence  
desc r ibed  above, t h e  system should c o n s i s t  of two types  of subprograms: 
those  t h a t  communicate wi th  t h e  te rmina l  ( c a l l e d  t h e  low-level r o u t i n e s )  
and those  t h a t  manipulate  t h e  u s e r ' s  d:ta ( c a l l e d  h igh- leve l  r o u t i n e s ) .  
A s imple ,  f l e x i b l e  i n t e r f a c e  between t h e  two l e v e l s  a l lows  t h e  implementor 
t o  exchange low-level r o u t i n e s  when he changes te rmina l  s y s t e m .  The 
low-level r o u t i n e s  a r e  provided by the  te rmina l  vendor (Reference 3) and 
s imply draw l i n e s ,  erase l i n e s ,  and change t h e  tp-inal s t a t e .  

The h igher  level  r o u t i n e s  a r e  t h e  r o u t i n e s  c a l l e d  by e i t h e r  t h e  u s e r  o r  
t h e  precompiler  i n  urder  t o  express  t h e  sequence of o p e r a t i m s  r equ i r ed  
t o  gene rc t e  an image d i s p l a y  o r  a u se r  i n t e r a c t i o n .  These a l low t h e  
u s e r  t o  select and d e f i n e  d e f a u l t s  f o r  a b i aph ic s  te rmina l  ( i n i t i a l i z a t i o n )  
t o  d e f i n e  t h e  l o g i c a l  program c o n t r o l  and t h e  d i s p l a y  format.  Ti? program 
control can be expressed through menus, func t ion  keys,  input  op t ions  and 
o t h e r  types  of process ing  of input  from dev ices  such as keyboar& and 
c rosnha i r s .  
( r ec t angu la r  o r  p o l a r ) ,  s c a l e s  ( l i n e a r ,  l oga r i thmic ,  e t c . )  , l a b e l i n g  and 

The d i s p l J y s  a r e  generated by d e f i n i n g  coord ina te  s y s + c s s  
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t e x t  genera t ion .  The scales are determined e iz i ie r  au tomat i ca l ly  i n  o rde r  
t o  f i t  t h e  d a t a  or a s e c t i o n  of t h e  d a t a  (blorwp) o r  e x p l i c i t l y  by the  use r .  
Where d a t a  f a l l  ou t s ide  t h e  sc reen  s c a l e ,  a s c i s s o r i n g  r o u t i n e  is used t o  
exclude a l l  elements o u t s i d e  t h e  reg ion .  Where t h e  d a t a  a r e  three-dimen- 
s i o n a l ,  r o u t i n e s  are requi red  t o  r o t a t e  t he  o b j e c t s  and t o  p r o j e c t  t he  
d a t a  i n t o  a two-dimensional system. Since a l l  t e rmina l s  do not  have a 
device  t o  gene ra t e  a permanent copy of d i s p l a y s  genera ted ,  a technique to  
preserve  a r ep resen ta t ion  of t h e  o b j e c t  on t h e  sc reen  f o r  later hardcnpy 
p l o t t i n g  is a l s o  necessary.  An example of a system t h a t  provides  a l l  
t hese  c a p a b i l i t i e s  is t h e  BCS (Boeirg Computer Se rv ices )  I n t e r a c t i v e  Graphics 
( B I G )  System (Reference 4). 

Once a system provides  a l l  t h e  above f a c i l i t i e s  i t  can be used t o  gene ra t e  
programs t h a t  are easy t o  use ,  s i m p l e  to  implement and so lve  many d i f f e r e n t  
types  of problems. Examples of  t h e  a p p l i c a t i o n  of t h i s  system t o  NASTRAS 
are given i n  t h e  f o l l o v i n g  s e c t i o n s .  

ADVANTAGES OF WLTlPLE PROCESSORS 

In  t h e  implementation of a graphics  d i sp l ay  f a c i l i t y  i n t o  an a l r eady  e x i s t i b i g  
computer program the  des igne r  has  two opt ions .  H e  can i n s e r t  t h e  code i n t o  
the  program a t  t h s  appropr i a t e  p laces  o r  he can cons t ruc t  s e p a r a t e  program 
modules t h a t  u t i l i z e  t h e  same d a t a  bases  a s  t h e  e x i s t i n g  program. This  
la t ter  choice o f t e n  r e q u i r e s  t h e  reprogramming of c e r t a i n  ope ra t ions  t h a t  
a l r eadv  exis t  i n  the  func t ion ing  system. I t  a l s o  imposes a d d i t i o n a l  over- 
head on t h e  system because of  increased  d i s k  inpu t lou tpu t  and d a t a  r e fo r -  
mat t ing.  However, i n  c e r t a i n  cases ,  the  advantages of t h i s  second chc ice  
f a r  outweigh the  disadvantages.  

A good reason f o r  s e l e c t i n g  t h e  mul t ip l e  processor  form o r  La ign  over  t he  
code i n s e r t i o n  des ign  is where t h e  func t ion ing  program is a l r eady  computa- 
t i o n a l l y  bound. In t h a t  case  the  response tule f o r  t he  d i s p l a y  p a r t  of 
the  system w i l l  be increased due t o  t h e  overhead c a l c u l a t i o n s  of t h e  maiq 
program. E i t h e r  complex l o g i c  must be incorpora ted  i n t o  the  program i n  
order  t o  improve system response o r  t he  d i s p l a y  s e c t i o n s  must be sepa ra t ed  
from <he program l o g i c  sequence. Once t h i s  has  been done t h e  necessary  
a d d i t i o n a l  programming for  a pre- o r  pos tprocessor  has  been performed. 

Another reason f o r  u s ing  a s e p a r a t e  processor  is t h a t  a r  a program g e t s  
very l a r g e  the  s l i g n t e s t  change tends  to  r e q u i r e  a major e f f o r t .  By 
b u i l d i n g  a s e p a r a t e  processor  t he  o r i g i n a l  program code is l e f t  undis turbed  
and t h e  e f i o r t  is minimized. 

The last reason is t h a t  where the  modules a r e  smal l  i t  is p o s s i b l e  to  
c r e a t e  m u l t i p l e  ve r s ions  of a subsystem f o r  d i r f e r e n t  c l a s s e s  of use r s .  
This  can inc rease  t h e  u t i l i t y  of  the  program wi th  very l i t t l e  a d d i t i o n a l  
e f f o r t  s i n c e  many s e c t i o n s  of t h e  programs w i l l  be i d e n t i c a l .  

TherDfore the  advantages f o r  computer--bound ?TASTRAN t a s k s  of improved response,  
m;nimal code d i s tu rbance  and mul t ip l e  ve r s ions  led  t o  the  i n s e r t i o n  of  
graphics  d i s p l a y s  us ing  pre- and pos tprocessors .  

454 



1 I 1 

I 

I 

NASTRAN PREPROCESSOR 

An interactive graphics preprocessor for NASTRAN is a valuable addition 
to the NASTRAN capability. Errors in geometry and connectivity input can 
be identified and corrected in minutes from a terminal. These same errors 
MY taka days and several NASTRAN runs to find using a batch process with 
off-line plots. The relationship of the NASTRAN input display program to 
the rest of the system is shown in Figure 2 .  The time-share system command 
mode and editor are used to generate and update the NASTRAN deck and pass 
it to the NASTRAN Input Display program. 

The program logic for the NASTRAN preprocessor is as follows: The program 
reads the NASTRAN deck. The grid cards are converted to the base XYZ system 
and stored in data arrays. The element connectivity cards are read and an 
element connectivity table is built. At the time the connectivity cards 
are read, a check is made to see that each grid reference on the connectivity 
card has been defined by a grid card. An error message is printed out that 
identifies the missing grid points. 
the remainder Jf the program is executed interactively from the terminal. 
This provides the user with the opportunity to select those operations that 
contribute most to the data verification process. Since many types of errors 
might occur and only the user can detect most of them (that's why we use 
graphics) this type of operation is both cost-effective (less spoiled runs) 
and productive (the user does not have to observe useless data displays). 
Tht user then chooses the next step from the following menu: 

After the NASTRAN data has been read. 

DEFINE DISPLAY PARAMETERS 
DEFINE DISPLAY SET 
DISPLAY STRUCTURE 

DEFINE DISPLAY PARAMETER allows the user to choose the view angle. By 
defining different view angles the structure may be rotated in any 
direction. Detail which is hidden because of a given orientation can be 
interactively changed to show clearly the structural idealization. Often 
several viewing angles are necessary in order to examine all of the 
geometry and connectivity of the model. 

DEFINE DISPLAY SET allows the user to select any part cf the model to be 
displayed. The linear elements, triangular elements ard/or quadilateral 
elements within one or more ranges of element ID'S may be interactively 
selected as the display set. The linear elements, tr;an;ular elements 
and/or quadrilateral elements may be sel xL;L tc be displayed individually 
or in combination. In addition specif1.c element ID'S or a ra>qe of ID'S 
may be selected. The set selection option allows the moael to be J i - D l a : 7 ~ ;  
section by section. Duplicate lines call be displayed in separate views. 

DISPLAY STRUCTURE causes the program to create the previously defined 
display with user-chosen viewing angles. The user has the option to 
display gridpoint ID'$ and/or element ID'S. 
of this option is  the BLOWUP feature. The corners of a qew display 
windm are defined as two points on the display. 
these points are the new scale limits. The structure is displbyed so  
that the windcv is expanded t3 the boundaries of the display screen. 
This is an important zapability in viewing complex structural details 

Anotner important capability 

The window defined by 



The NASTRAN preprocessor  descr ibed above has  been developed and ex tens ive ly  
used. Figure 3 shows t h e  NASTRAN demonstration problem 1-1 i n  a 3-dimen- 
s i o n a l  v i e w .  The model inc ludes  several l i n e a r ,  t r i a n g u l a r  and q u a d r i l a t e r a l  
elements. Figure 4 shows a s p h e r i c a l  cap problem t h a t  i s  def ined  i n  t h e  
NASTRAN demo 1-2. 
so t h a t  t h e  g r i d p o i n t  ID'S are more v i s i b l e .  
t i o n  of t h e  s a m e  s p h e r i c a l  cap. Notice t h e  l i n e s  on t h e  r i g h t  and a t  t h e  
bottom are cl ipped a t  t h e  d i s p l a y  boundary. 

The s p h e r i c a l  cap model has  been r o t a t e d  counterclockwise 
F igure  5 shows a blown up por- 

The i n i t i a l  c a p a b i l i t y  of t h e  preprocessor  inc ludes  t h e  d i s p l a y  of t h e  
g r i d p o i n t s  and element connec t iv i ty .  Planned ex tens ions  inc lude  t h e  
d i s p l a y  of s i n g l e  poin t  c o n s t r a i n t s ,  mul t ipo in t  c o n s t r a i n t s ,  f o r c e s  and 
concentrated masses. 

NASTRAN POSTPROCESSOR 

A NASTRAN postprocessor  t h a t  i n t e r a c t i v e l y  d i s p l a y s  d e f l e c t i o n s  and mode 
shapes h a s  been developed from t h e  NASTRAN preprocessor  c a p a b i l i t y .  The 
source of t h e  input  d a t a  i s  now t h e  checkpoint t a p e  r a t h e r  than  t h e  NASTRAN 
input  deck. Usually i t  is advisable  t o  e x t r a c t  from t h e  checkpoint t a p e  
t h e  d a t a  blocks BULKDATA, EQEXIN and UGY and save them on a s e p a r a t e  f i l e .  
The NASTRAN postprocessor  then reads  t h a t  f i l e  and b u i l d s  t h e  geometry 
a r r a y ,  t h e  element connec t iv i ty  and t h e  displacement v e c t o r s .  The 
h i g h e s t  l e v e l  menu of t h e  NASTRAN postprocessor  is:  

DEFINE DISPLAY PARAMETERS 

DEFINE DISPLAY SET 

DISPLAY UNDEFORMED STRUCTURE 

DISPLAY DEFORMED STRUCTURE 

DISPLAY UNDEFORMED AND DEFORMED STRUCTURE 

The DEFINE DISPLAY PARAMETERS opt ion  allows t h e  user  t o  d e f i n e  t h e  viewing 
angles ,  choose t h e  subcase displacement v e c t o r  and d e f i n e  t h e  magnif icat ion 
f a c t o r  on t h e  displacement vec tor .  

The DEFINE DISPLAY SET opt ion  is i d e n t i c a l  t o  t h e  opt ion  i n  t h e  NASTRAN 
preprocessor .  

The t h r e e  DISPLAY opt ions  d i s p l a y  t h e  undeformed s t r u c t u r e ,  t h e  deformed 
s t r u c t u r e  o r  both t h e  undeformed and deformed s t r u c t u r e .  The u s e r  may 
choose t o  d i s p l a y  t h e  gr idpoin t  I D ' S ,  t h e  element I D ' S  o r  both.  
d i s p l a y  t h e  u s e r  may choose t o  blow up a p o r t i o n  of t h e  s t r u c t u r e  by 
s e l e c t i n g  a viewing window defined by two p o i n t s .  
expanded t o  t h e  f u l l  sc reen  area. 

On any 

That r e c t a n g l e  is then 

The above program has been developed f o r  t h e  BCS MAINSTREAM-EKS System 
t h a t  runs  on t h e  CDC 6600 us ing  t h e  BCS I n t e r a c t i v e  Graphic System. Figure 
6 shows t h e  n i n t h  v i b r a t i o n  mode of t h e  h e l i c o p t e r  s t r u c t u r e  used i n  Refer- 
ence 5. 
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CONCLUDING RPlARKS 

Adr .xes in computer hardware, the low-cost graphics terminal and data 
communications make low-cost graphics feasible. Advances in graphics 
software allow the user to easily develop interactive pre- and post- 
processors for NASTRAN. The preprocessor provides a very effective way 
to interactively check the input data. 
immediate display of the results on low-cost interactive terminals. 

The postprocessor provides 
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Figure 1.- H a r d w e  Elements of a L o w - C m t  Graphics System. 

TIME-SHARE 

TERMINAL 

HARDCOPY 
OUTPUT 

Figure  2.- Tnput Display Program Desrgn. 
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Figure 4.- Dema 1-2 w i t h  Grid ID'S. 
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F i g w e  5.- Cem 1-2 Blowup. 

Figure 6.- Nin th  Vibration Mode of a Helicopter Fuselage. 
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MirUIeaFOliS, Minnesota 

SUMMARY 

A new computer program ca l l ed  NASCAN (NAsTRA.N scan! i s  of fered  zs  a ser- 
vice t o  NASTRAN users  by Control Data Corpoz t ion  CYBERNET Data Centers. 
enables users  t o  scan lengthy NASTR4N output f i l e s  f o r  maximum and minimum values 
i n  easy user-oriented ca t egor i t s .  With t h i s  information quickly ava i lab le  through 
user  terminals ,  a user  can more confident ly  cecide on what h i s  rLext s t eps  should 
be on the  project .  Aress of high stress o r  def lec t ions  i n  an) of the  NASTRAN 
r i g i d  formats can be quickly detected and l i s t e d  out f o r  p rc j ec t  documentations. 
The NASTRAN model can 'then be revised i f  necessary by updsLing an input f i l e  
tape  which i s  again Drwessed through t h e  NASTRA?i program. 

NASCAN 

This r e l i eves  a user of the  t a sk  91' v i sua l ly  scanning lengthy out;ut l i s t -  
ings f o r  t h i s  type of data. 
f o r  more de t a i l ed  documentation. 

The t e x t  of the  f u l l  output f i l e  l i s t i n g  can be used 

USING NASTIllrN TO CREATL ?U'.; r'lTPG FOR SCANNING 

Data t o  be saved f o r  scanning bv :!A;jCA'.? a re  control led by the  user  during 
h i s  I X F : , A N  runs. The OUTPUT2 module Jf NASTRAN i s  u t i l i z e d  t o  request se lec ted  
da ta  b i x k s  t o  be saved, 
t l o n s ,  o r  eigenvectors can be r*hoscn. 

S t resses ,  displacements, l o a d s ,  ve loc i t i e s ,  accelera-  

.4 

Figure 1 shows a t~.bula . t ion of DPAP ALTER numbers and the  corresponding 
NASTRAN da ta  block name. use? i n  reference 1 t h a t  apply t o  each of t he  NASTWUU' 
r i g i d  for?a',s. 
ments hy 'the user.  
cons is t s  of the  following cards:  

These names nus t  be entered w i t ~ i r ,  t he  OITPUT 2 DMAP A i T F R  s ta te-  
The bas ic  ALTER package wit!iin the  NASTRAN executive cont r r l  
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SYMBOIS 

r i g i d  format sequence number whre  the  OUTPUT2 JI- P 
ins t ruc t ions  should be in se r t ed  i n t o  the  r i g i d  format 

ALTER yy 

a, b, c ,  d, e P J A S W I  output da t a  block names taken frm tab le  1; one 
t o  f i v e  data blocks can be output with O U ” T 2  in s t ruc t ions  

11 signifies t h a t  NASTRAN should write i t s  processing r a s u l t s  
onto f i l e  UT1; see page 5.3-20i of reference 2 f w  other  
0ptior.s 

zzzz name assigned t o  t h e  output tape f o r  i den t i f i ca t ion  p r p o s e s ;  
see reference 2 f o r  mwe d e t a i l s  

If the  user  does not  wish the  output l i s t i n g  f o r  these  deta,  the da ta  block 
name can be removed from t h e  CFP module ins t ruc t ion .  This wdule f o m a t s  t a b l e s  
m d  places them on the  systen; cutput f i l e ;  subsequently, these  tables are pr inted.  

If t h e  UE r wants t o  scan l a rge  data blocks, separate  tapes  should be used 
t o  q e e d  ~p the  ccanning process. 

A sample s t a t i c s  so lu t ion  (Rigid Format 1) N A S T M  Execu-,ive and Case Cor,tr>l 
c r e a t i y  two tapes  f o r  scanning with NASCAN i s  shown i n  figure. 1. One tape w i 3 1  
cont5:- t he  stress outpiit (da t a  block OESl)  on f i l e  UT1. The displacements (Data 
block OUGTJ1) w i l l  be saved on f i l e  U‘i2. Both are ca l l ed  f o r  i n  the NASTRAN Case 
Control . 

USINC THE NASCAN PR@GPAM 

These da t a  t ap iL .  can now be scanned by t h e  NASCAN program trhich cp.n scan 
severa l  types of da t a  blocks and mul t i ree l  f i l e s  i n  a s ingle  execution. NASCAN 
input i s  organized i n t o  e a s i l y  defined major and mirlor scans. A major scan per- 
t a i n s  t o  one type of NASTRAN output such as element stresses o r  q r i d  point  d i s -  
plscements. It includes a def i r . i l ion  of su” :ase loadings,  g r i d  point  s e t s ,  e l e -  
ment s e t s ,  frequency ranges, efgenvalaes, o r  time s teps  t o  be examined. 

Wi+hin each ms jo r  scan several  minor scam may be spec i f ied  t o  define s t r e s s  - 
components and element ty-s. 

Tables 2 ,  3, and ‘ 4  are taken from reference 5 a.rl ‘ l l u s t r a t e  entri6-s fgr 

na jc r  snd minor scRns, alonF - r i th  an explanation qf t h e  scan t e z n i n a t i m  card. 

To f l l u s t r a t e  the use o t  % W A N  Kith d;mamic antrlysis ?a t a ,  i i gu re  2 is an 
exampie of progrm ccnt rn ls  t i  S C P ~  a frequency respc.ise anLlysis ?un. Note the 
range of frequencies and the  ?lement components requested. 

Sample NASCA?, input f o r  scanning a s t a t i c s  run with an explanst ion d t h e  
er l t r ies  is shown i i i  f igure 3. The correspordkg NASTR’??l exccuti-JFt cont ro l  wh;ch 



1 

j 
1 
I 

I 

I 

1 created these data i s  shown i n  figure 4. Nqte tha t  f ive  data Illocks were writ ten 
1 on the same tape i n  t h i s  example. 

output are sham i n  figure 5. 
NASTRAN output resu l t s  i l lus t ra t ing  scannable 

L 

OUTPUT FROM NASCAN 

U l  major scan parameters are clearly defined i n  a header block preceding 
the +.abdation of results. The minor scan data are likewise identified with a l l  
output results. Maximum, minimum, and average values are given a t  each minor 

i. 
r scan level. 

The summary for  each major scan (for example, stresses o r  displacements) 
gives the maximum and minimum values of ali minor scans involved. 

a 
Sample output l i s t i ngs  are s h o n  i n  figures 6 and 7. It can be seen tha t  

i these data nave great value when they represent a summary of large f i l e s  of 
I information. 
, regions of h i s  model. 

Now the  project engineer can quickly focus h i s  attention on these 

CON2LUDING REMARKS 

A computer program called NASCAN (NASTRAN scan) has been described. NASCAI? - ' 

. i n  easy user-oriented categories. 
enables users t o  scan lengthy NASTRAN oxpu t  f i l e s  for  maximum and m i n i m u m  values 

* 1. NASTRAN Programmer's Manual. NASA SP-223(01). 

2. NASTRAN User's Manual. NASA SP-222(01). 

: 3. NASCAN User Information Manual. Control Data Corporatinn Publication 
No. 76070200. 

? 
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Valid Entry 
Columns 1-4 

STRE 

ELFO 

DISP 

SDIS 

EDIS 

SED1 

t 
I 

- 
Function - 

Specifies that a stress scan should be performed. A BOTH entry is 
allowed when the user wants to select a sub-option for scanning fiber 
stresses on each side of selected plate elements. Table 4 lists valid 
elements and components. Table 3 lists valid parameters that a r e  
necessary when entering STRE with a minor scan. 

Specifies that an element force scan should be performed. Table 4 lists 
valid elements and componects. Table 3 l ists valid parameters that 
must accompany an ELFO entry when a minor scan is being defined. 

Specifies a displacement scan mhysical set); applies to grid dota scurs.  * 1 
Requests a displacement scan (solution set); applies to grid data scaiih. * 

Specifies an eigenvector scan (physical set); applies to grid data scans. * 

Requests an eigenvector scan (solution set); applies to grid data scn*is. * I 

i 

Specifies 811 acceleration scan (physical set); applies to grid data scans. * 1 I 

RegrieRts an acceleration scan (solution set); applies to grid data s c m s  

ACCE 

SAL'C 7 

B ? 

3 

t 

NmE: C O W  =I is also a valid entry for deflning how a m k o r  scan should be 
performed. &a Table 3. 

1 

COMP(MAGN) =i= a grid data scanning sub-aption that can be specified Lf the user wants NASCAN to 
determine vector sums of translations or rotations at a grid point. This only 
applies to real number data. Only the first component number (e. g. , 1 for trans- 
lations or 4 for rotations) can be specified. A valid example of a tramlation vector 
sum is: 

SET 100 = 1 
DISP COMP(MAGN) = 100 

A valid example pertaining to a rotation vector sum is: 

SET 200 = 4 
DISP COMP(MAGN) = 200 

NOTE: Only data using the default CDC/NASTRAN SORT1 option can be input to NASCAN. 

~ ~~ 

Specifics a velocity scan (physical set); applies to grid data scans. 

Requests a velocitv scan (solution set,; applies to grid data scms. * 

VE1.O 

1 

*Data blocks for the physical set are output from module SDR1, while blocks for the  solution set nre 
output from module VDR. 
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Valid Entry 

SPCF 

OLOA 

NLLO 

Columns 1-4 

I 

-7 --- 

Function - .-_. - 
Specifies an SPC force scan; applies to  grid d i t a  scans. * 
Requests a static or dynamic load scan; applies to grid data ecans. 

Specifies a non-linear load scan (solution set); applies to grid data scans. * 

-- - 

A 

I 

1 

I 

*Data blocks for the physical set are output from module SDR1, while blocks for the solution set a re  
output from m d e  VDR. 

Table 3. Entries Accompanying STRE and ELFO (Minor Scans) 

I Entry 

COMP =i- I 

ELEM = bcd - 

- 
BOTH 

~ ~~ 

--__-- Function - 
This mandatory entry specifies the set number (iparameter) t h n t  itL*nti- 
fies which components should be scanned. Table 4 l ists  the allowable 
integer values that represent entries that can be scmned for r e d  and 
complex forces and stresses. NOTE: For complex numbcrs, the mag- 
nitude is  always used. Only 10 entries can be specified for each request 
set. 

This mandatory entry specifies the appropriate element type. Valid 
entries for the parameter arc shmm in the first column of Tab10 4. 

The minor scan option a l l o ~ s  the user to determine the minimum :md 
maximum value of all specified element types. Since this output is com- 
pared by component number in the final summary, the user should only 
specify similar element zypes (by grouping) as shown in Table 4 when 
he requests a major r. a!. 

NOTE: The @cJ parameter refers to the same mnemonlc that CDC/ 
NASTRAK employs for element types. See Table 4 for a list of dlow- 
able element types. 

A valid example of COMP = t and ELEM = rJcd is: 
ELFO E!,EM = ROD COMP = 1 i O  

This optional'cntry cxises NASCAN to search the plate fiber s t resses  on 
each side of the  element to locate a maximum absolute value. This value 
is then listed with an appropriate mathematical sign. Subsequently, the 
program finds a minimum absolute value for this side only (containing 
maximum) and l ists it with its appropriate sign. If compressive stresses 
are higher than tension stress, they a re  listed as minimum. 

The BOTH option only applies to real element stresses. Table 4 lista 
allowable components. 

When selecting the BOTH option, users must enclose this entry within 
parentheses. This option can 3 be selected unleRs ELEM and COMP arl 
also selected. A v f l d  example of Its use is: 

STRE ELEM = QDP1.T COMP(BOT1i) = 7 9  
-. -- .- 

1 

I 

! 

1 

I 
I 
i 
f 
I 
! 

I I 
! 

i 
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Table 4. NASCAN Elemellt Types and Components for Mtnor Scans 

I Sressee I Forces -- 
Code 

Complex 

2 
3 
4 
5 
6 - - 
- 

12 
13 
14 
15 - 
- 

Element Component 

2 

4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

I 3 
Bend-mom , A1 
Bend-mom, A2 
Bend-mom . B1 
Bead-mom, E2 
sbelr-1 
shear-2 
Axial force 
Torque 

Stress, A 1  2 
Stress, A2 3 
Stress,A3 4 
Stress, A4 5 

Max etres6.A 7 
MLn stress, A 8 
Safety margin-t-.n 9 
Stres6,Bl 
Stress, B2 
Stress, B3 
Strese,I34 

Min stress, B 
Safety margin-com 

Axial etrem 6 

Max RtreSS,  B 

Normal-X 
Normal-Y 
Normal-Z 
Shear-YZ 
shear-xz 
Shear-XY 
octahedral 
Pressure 

L'ETRA 
IEXAl 
iEXA2 
KEDGE 

undefined 

Normal-X 
Normal-Y 
Shear-XY 
Shear angle 
Maj -pr in 
Min-prin 
Max-Shear 

undefined 

Major Scan Termination Card 

A scan terminatton card (also called a FOR card) is required 3t the end of sa& major scan deftnition. 
Its purpose le to eignal the end of the appropriate major scan data. This card should be filled aut 
according to the following format: 

t A l l  three corners and centers are scanned. 

P i 



I 

I D  A,B 
SOL 1.0 
T I M  3 
APP DlSP 

tALTER 9,11 
tALTER l4,19 

ALTER 119 
0 ~ f P u f 2  OESI , , , ,//c ,N , - I  /C ,N , 1 IN ,M ,P~-STRESS$ 
SAVE P1 
W f W f 2  ,, , ,,//c,N,-g/c,w,ll/V,N,Pl$ 
OUTPUT2 WGV I , , , ,//C ,N , - 1 /C , N , 1 2/V, N ,P2- I DSPL$ 
SAVE P2 
ouTwf2 , , , , ,//c ,w ,-9/c ,N, 12/V ,w ,P2$ 

ENDALTER 
CEND 

tALTER 122,126 

c 

r 

rrt.cutfvc mntrol itstructions ~ 

t 

I 

NASCAN 

CDC/NASTRAU bulk drt. cards 

*Required alters for Rigid Format I, to bypass the plotting modules- 

Figure 1..- Generating SCAN data  for the  NASCAN Prcgram with CDC/NASTRAN. 
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SET 4-2,4,6 
5ET 5-90 THRU 92, 94 THRU 96 
END 

SCAN SCBT ITLEIQDHEH QDHEHl QOnEn2 TRHEH 
SCAN TlTLEIC(EHBRANE ELEMENTS--STRESS 

SCAN LABEL-SKIP TRlAZ 
STRE COW-4 ELEH-QOHEH 7- COHP-b ELEMqOHEHl 

COHP-4 ELEH-QDHEH2 
CWP-4 ELEH-TRHEH 

FOR SUBCASE-IO ELEMENTS-3 RANGE-0.0 100.0, 

t 
I 

Major Scan 
1. Complex elenmnt stresses 

3. Elannts defincd by SET 3 
4. Range of frequencies-0.0 to 100.0 

Minor SCM 01 
I. Element typmQCY1EW 
2. Conponents-2,4,6 (SET I )  
3. See Tdble 3-1 

Minor scan I2 
1. Elcncnt typslp-1 

2. svmsmi (SET 10-1 j 

I 

T 
I 
I 

I 
i 

I 
i , 

1 

Fiprc* 2 illustrate8 hoor to check NASCAN lnplt data w i t h t  rnoullru CDC/NASTRAN output t w o .  
This example alba show that, the CDC/NASTRAN t a p s  should undergo a frequency re-m urrrl~sts 
(rlgld format E). In this second Instance, the user muet ealer a COMPLEX -loptIon on hls overdi 
parmeter card. 
- _ _  . -  

TITLE-DATA CHECK FOR NASTRAN FREQ. RESP. ANALYSIS RUN.-Pme TITLE card. 
CWPLEX-l TIME-1 RESTART-0 NLPP-50 - - 
LET 10-1 1 Overall purster card. 

1 

t 

F i g u r e  2.- Sample NASCAN Prcgram c o n t r o l s :  ch-r..ing input.  



1 

1 SSE~ENCE *E. 'War san 
SCnrmCE ,uuxu(. 

JOB , C H 2 ~ 2 o o O a  ,Ts,Pb , P I .  
rrt~u~sr ,HH)C ,n I . (KEY-NASCM. L I MPPL I B ,m I m) 
Mylllo (Pmrc) 
CWYBF(PMLC,IASCAN) 
UNLQAD(PR0G) 
RnlnD(NAsur) 
REOlEST,TAPEI ,MI. (xuux ,m)RlwC)  
REYI~D (TAPE I 
RfL,7ooOo. 1. B1-t t9-u 
WASCAM. 2. C01ap~urt8-3 .4~5 

1. Real e 1 m t  atre88.r 
2. SVbcAsra 10 (Srr JO-10) 
3. E l l r m t  rr.rk,, d e f i n d  by SST 3 

Minor scan 01 
1 .  E l r m t  Lyp.ltRIAl 
2. corpann- lr3,4.S 
3. See T a b l e  3-1 

Nlnor Saur 02 

minor sari 13 
1. E l a e n t  typrOVAD2 

-2. C ~ t r 3 . 4 . 5  

7 

iTlTLEIOATA CHECK FOR COC/NASTRAN STATIC ANALYSIS 
NTAPE-I. TIHE-25 - 

1 

1-1 
SET 2-3 THRU 5 
SET 3-1 THRU 60. 71 THW 80 
SET b 2 , 3  

ISET 5-6 
SET 6-61 THRU 70 

ISET 10-10 
SET l l - l l  

'STRE ELEM-TRIAl ,CWP-P- 
ELEM-YR I A2  .COnpIZ 

l ELEHqUAO2,COnP-Z 
COnP2,ELEM-QlAOI 

- * A *  

1 

kjor scan 
1.  Real e l m t  foms 
2. SvBcASB 10 
3. E l a e n t  nurbus  defined by SlW 3 

Minor scan 01 
1. conponurts-ssr &2,3 
2. E l  -nt typctrwEn 

Nfnor Scur 12 
1. Caaponrrts-2.3 
2. E l r u r t  typemum 
mjor scur 
1.  Real el-t stresses 
2. S m C A s E  11 (SET 11-11) 
3. Nmmt nuabers defined by ShT 6 

Winor scan a1 
1. -%mponents-~ 56 

FOR SUBCASE-IO, ELUlEWfS- 
EFLO €LEMEWTS-lRMEn . C O n p I  

I ELEHEWTSlQDHUI.COnP-4, 
l FOR SUBCASE-IO,ELEH-3 

FOR WBCASE-II, ELEHEWtS-6 
1 STRE COIIbS,ELEM-MR 

Em, R 2 .  El-nt type-bAR 
- 

I I I i 
t 
I 

0 

0 

0 

I 

0 . !' 
I 

--.-. I 

Figure 4.-  NASTRAN i n p u t .  
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a 
0 

0 

a 
0 

a 
0 

0 

0 

0 

0 

0 

e 
0 

0 

0 

0 

0 

0 

e 
a 
0 

e 
a 
0 

a 
0 

0 

0 

0 

a 

0 

e 
0 

0 

0 

0 

0 

e 
e 
0 

0 

0 

0 

0 

0 

0 

0 

I 

I 

i i 

~ 

i 

b 
a * . 
b 
a 
b 

a 
a 
b 
R * 
I 
0 
6 
b 
a 
a 
5 

a 
a 

be-41 
1 . Y D Y Y - W  h a  
B.@ L b  
a.a b.6 
..a *.a 
I . W m - l b  -8.MWOU.W *.* b.@ 
*.a a.a 
L b  *.a 
*.a #.a 
@.a a.* 
b b  L a  
*.a 
*.a e.* 
a.* a.a 
0.a *.a 

a.a a.a 
a.a a.* 
*.a a.a 
e.* Q.* 
e.* 0.a 
e.@ O.* 

a.a a.a 

Figure 5.- NASTRAN scannable output .  
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0 

0 

0 

0 

0 

0 

0 

0 

a 
e 

0 

a 

e 
m 
e 

0 

0 

e 
0 

0 

0 

.I 

I 

1 

1 
Figure 6.- NASCAN Program control instructions. 
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k I 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1. 

0' 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

I 
. e. . I .  . . ". . ". 

rn . 0. . I. 

. - IWD scaa I - 
" - n. 

I 0. 

m . 0 .  
e . n. . 0 .  " . *. 

... mmmm#* . 'cam cnciwas1.u I t s 1  w w t m i m t b t o  vonma1 .. 
0*11#11. Is. l#.#*.  ........................................................................ 

nuin scm I?. . (a~  o i y L a c e u m 1  *u( o. TU *. 
suacmu z . - #.IO 110.- ?I T h l  I b  
l L 5 1  10. Mb. W I l M  OU 01S*I..Cl~~IS . ............................................................ "........- 

?.y I1 

....................................................................... . * a m  scam I b .  n t b L  L O ~ O  v c c t w  nmnu a. 10 0 .  0 
swear I wu 2 . icst 10. t L r n e m i  O L O ~ D S  
M I 0  10.. I 1-U b1 b l  1- 8 0  ........................................................................ 
n i w  . 0 .  . #. 

I . 0 .  . b. 

m . 0  * . ,  
I * 0 .  " . I. 

I ---. 
l.SUIC 
l . S W  

l.5U.C 
1.yl.c 

#.SUM 
l.SU.1 

f . 5 W  
t.)YI( 

F i g u r e  7.- nple NASCAN c-lutput. 
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UNDERSTANDIX THE NASTRAN STFJXTURAL PLOTTEH 

Loren R. Kcusinen 

Universal Anaiytics, Inc. 
Playa D e l  Rey, Cal i fornia  

SUMMARY .- . 
1 

Functions of the p l o t t i n g  hardware and the  operat ions p t r f o m  by t h e  
NASTRAN s t r u c t u r a l  p l o t t e r  are summarized t o  provide the  user  an in s igh t  i n t o  
how the program works. 
mand is described and the i n t e r r e l a t i o n s h i p s  of t h e  vrrricucs kdrameters are 
explained. To assist i n  the e f f e c t i v e  and e f f i c i e n t  u t i l i z a t i o n  of the system, 
examples are provided which a l s o  i l l u s t r a t e  seve ra l  not y e t  documented capabil- 
ities of t he  Level 16 s t r u c t u r a l  p l o t t e r .  

The processing performed i n  r?,sponse t o  each p l o t  cam- 

INTRODUCTION 

The NASTRAN s t r u c t u r a l  p l o t t i n g  c a p a b i l i t y  is used extensively f o r  checking 
the s t r u c t u r a l  geometry, p l o t t i n g  the deformations and preparing f i g u r e s  f o r  
reports .  mi i s  paper i s  wr i t t en ,  therefore ,  t o  provide some ins igh t  i n t o  t h e  
p l o t t i n g  procedures used by the upcoming NASTRAN Level 16. With t h i s  i n s i g h t ,  
the user can more ccnfident ly  prepare h i s  input t o  e f f i c i e n t l y  and e f f e c t i v e l y  
exp lo i t  t h i s  p l o t t i n g  capab i l i t y .  

The i n t e r f a c e  between NASTIWN and the bas i c  p l o t t i n g  hardware is described. 
The key words input by the user  t o  d r i v e  the NASTRAN p l o t t e r  are explained i n  
t?rms of the tasks  performed according t o  each ccmand. The algorithms which 
translaLe the s t ructural .  d a t a  i n t o  p l o t t i n g  hardware colnmands are described i n  
order t o  shov how simple changes i n  the  use r ’ s  input can have s i g n i f i c a n t  
e f f e c t s  on eff ic iency.  Many i l l u s t r a t i v e  examples are used. However, f o r  
brevi ty ,  t he  reader is assumed t o  haire some f a m i l i a r i t y  with the  basic  input  
and access t o  the NASTRAF; User’s Manual ( r e f .  1). 

In order t o  e s t a b l i s h  a common background of p l o t t i n g  terminology, the 
t j p i c a l  p l o t t e r  hardware is described first,  and the p r inc ip l e s  of computer 
graphics f o r  s t ruc tura l  p l o t t i n g  are sumnarized. 
are i d e r t i f i e d ,  t he  algorithms are presented, and f i n a l l y ,  examples of e f f i c i e n t  
input “equances are explaiced. 

Then, t he  NASTRAN plot. f i l e s  

PLOTTING HARDWARE 

A l l  the p l o t t i n g  hardware supported by NASTRAN (see Table 1) requires  &he 
shme bas i c  output from NASTRAN. Therefore,  r a the r  than descr ibing each p l o t t e r  i n  
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I 
1 

i 

? 

I 

d e t a i l ,  only the fundamental c h a r a c t e r i s t i c s  a r e  presented. The basic  commands 
used by a l l  p l o t t e r s  provide f o r  t he  following: 

1. Moving t o  a pos i t i on  

2. Drawing a l i n e  segment 

3 .  "Typing" or drawing an alphanumeric or s p e c i a l  character  

The execution of these coamands w i l l  d i f f e r ,  of course,  depending on the 
type of plo t te r .  I f  t he  p l o t t e r  is a ca:hode r a y  tube type (CRT), these com- 
mands a r e  t ranslated i n t o  the  movement of an e l ec t ron  beam across  a luminescent 
screen (much l i k e  a t e l ev i s ion  screen) from which a photograph is taken. That 
f i lm  can then be viewed through an enlarger  or it  can be pr inted on paper. I n  
any case, the viewing area, or frame, is limited i n  s i z e  t o  the area provided 
by the CRT. 

The o the r  p l o t t e r s  u s e  a pen and draw d i r e c t l y  on paper or o the r  media. 
These may be . t ab le  p l o t t e r s  which are l imited t o  an area the  s i z e  of t he  table .  
Drum p l o t t e r s ,  which use r o l l s  of paper, are l imited only t o  the width of t he  
r o l l .  Some maximum frame d fwns ions  are always required t o  e s t a b l i s h  the work- 
ing area.  In  place of pens, some p l o t t e r s  may use heat s e n s i t i v e  t i p s  and 
s p e c i a l  paper.  I n  any case, the  p r inc ip l e s  are the same. 

To execute the p lo t  commands, each p l o t t e r  r equ i r e s  a method of posi t ioning 
the pen or t he  e l ec t ron  beam. 
i n t e r n a l  sys t em of u n i t s  usual ly  ca l l ed  "rasters".  This orthogonal, two- 
dimensional X and Y reference system has naximum raster values i n  the X and Y 
d i r ec t ions ,  l imited mainly by the paper or f i lm s i ze .  
inch is a constant value f o r  t he  p l o t t e r  selected.  

To accomplish t h i s ,  each p l o t t e r  works i n  an 

The number of rasters p e r  

Care must be taken i n  d e f i n i t g  the  sequence of posi t ioning commands. For 
the CRT, t h i s  is not a g rea t  problem i n  t h a t  t he  e l cc t ron  beam can be moved 
v i r t u a l l y  instantaneously. However, f o r  pen p l o t t e r s ,  the movement of the  pen 
from one loca t ion  t o  another requires  considerable t i m e  wi th  the pen e i t h e r  up 
or  down. An e f f i c i e n t  
sequence w i l l  a l s o  u t i l i z e  a sho r t e r  magnetic tape, the normal output media f o r  
the p l o t  commands. 

This is t r u e  even i f  the p l o t t e r  provides a "zip" mode. 

The procedures f o r  converting each of these commands €or the p l o t t e r  
selected a r e  supplied by funct ional  u t i l i t i e s  i n  NASTRAN. These rou t ines  con- 
v e r t  the s t r u c t u r a l  data  i n t o  l i n e  segments and i s s u e  the  commands t o  draw t h e  
l i n e s  desired,  t o  "type" o r  d r a w  the cha rac t e r s  required f o r  t i t l e s  and other  
i d e n t i f i e r s , a n d t o  s t a r t  and s top t h e  p l o t t e r .  

BASIC FUNCTIONS 

The tasks  performed by the NASTRAN s t r u c t u r a l  p lo t  module a r e  r e l a t i v e l y  
s imple .  The p lo t  rout ines  must make two-dimensional drawings, provide label ing 
information and con t ro l  the p l o t t i n g  sequence. The key words given here i n  
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quotation marks are used and w i l l  be i l l u sL-  
NASTRAN p lo t  con t ro l  language. 

Id later as key words of the 

To create the  tw-dimensional image of a s t r u c t u r a l  model, the  program 
assumes a "plot t ing surface" exists i n  between t h e  ob jec t  to  be p lo t t ed  and the  
viewer. For orthographic p lo t s ,  t h e  viewing point is assumed t o  be an i n f i n i t e  
d i s t ance  from the  p l o t t i n g  su r face  so as t o  prevent perspective l ine d i s t o A t i o n s .  
For perspect ive p l o t s ,  a f i n i t e  d i s t ance  is used and l i n e  d i s t o r t i o n s  are com- 
puted. 
f e ren t  locat ions of the viewing point.  The mathematical transformations used 
are p resmted  i n  the Theoret ical  Manual ( r e f .  2) under Computer Graphics. 

For stereographic p l o t s ,  tvo perspect ive p l o t s  are created from t-o d i f -  

Once the p l o t t e r  is selected and the  frame s i z e  is establ ished,  a p l o t t i n g  
"region" is established. This reginn, which allows f o r  margins on each edge of 
the p l o t  frame, w i l l  be var ied t o  acconmrodate t i t l i n g  inforrnatim, frame ident i -  
f i c a t i o n ,  and user-specified plot: region s i zes .  Thus, t he  s i z e  mag expand or 
contract  a t  d i f f e r e n t  phases of t he  p l o t t i n g  computations, but i t  never goes 
beyond the  spec i f i ed  p l o t t e r ' s  frxiie l imi t s .  
appear within the ou te r  margins of the p l o t  frame, otherwise they w i l l  be 

A l l  l i n e s  and cha rac t e r s  must 

"clipped". 

The p ic tu re  on the p l o t t i n g  su r face  must not only be contained i n  the  plot-  
t i n g  regicn; i t  should be centered. 
p l o t t i n g  region, a "scale" and "origin" approach is used. Note t h a t  f o r  ortho- 
graphic p lo t s ,  mming t h e  p l o t t i n g  su r face  towark.s or away from t h e  ob jec t  w i l l  
not change the image s i z e  as it w i l l  f o r  perspsct ive p lo t s .  The program w i l l  
select, o r  t h e  user must specify,  t he  scale and o r i g i n  t o  be used. This scale 
is used as a conversion f a c t o r  f o r  transforming the model's projected s t r u c t u r a l  
coordinates i n t o  the  two-dimensional raster coordinates within the  frame's l i m i t s  
f o r  t he  p l o t t e r .  These raster coordinates are then s h i f t e d  r e l a t i v e  t o  the 
o r ig in  calculated f o r  center ing the f i n a l  p i c tu re .  

To appropriately place t h e  p i c t u r e  i n  the  

The viewable output is obtained by drawing l i n e s  t o  represent  t he  element 
connec t iv i t i e s  i n  e i t h e r  the model's deformed or mdeformed "shape". Due t o  
the d i f f i c u l t i e s  encountered i n  viewing a complex three-dimensional deformed 
shape on paper, a l i n e  or "vector" can Le  requested t o  show only the components 
of deformation. These vec to r s  are l i n e s  which may be attached t o  e i t h c r  t h e  
deformed o r  the undeformed shape of t he  madel. 

Since t h e  r e l a t i v e  dimensions of t he  g r id  point deformations are small 
compared with the  s t r u c t u r a l  coordinates of t he  model, NASTRAN exaggerates t h e  
magnitude of the deformations. This magnification f a c t o r  must be specif ied by 
the use r .  
raster coordinates) t o  which the maximum component of displacement f a  t o  be 
scaled.  

H e  m u s t  give the length ( in  the  s t r u c t u r e ' s  and not the p l o t t e r ' s  

To fu r the r  sssist the user i n  the t a sk  of checking out h i s  NASTRAN input 
and/or output,  the object  t o  be p lo t t ed  may be ro t a t ed  f o r  viewing from any 
angle. The p i c tu re  t o  be p lo t t ed  will show the view facing the p l o t t i n g  sur-  
face. This r o t a t i o n  i s  performed by specifying e i t h e r  "view" angles and/or 
"axes" t o  be icterchanged. Symmetric. p l o t s  may be requested. They n e c e s s i t a t e  
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t he  interchange of axes t o  ge t  a "left hand" coordinate system. 
angles aione w i l l  not  suf f ice .  

Specifying view 

Final ly ,  a caraplex s t r u c t u r e  requires  labels and s p e c i a l  symbols t o  
help i d e n t i f y  the  s t r u c t u r a l  components f o r  both the  deformed and undeformed 
plots .  
f o r  g r i d  points.  For elements, "labels" can be requested t o  provide both the  
i d e n t i f i c a t i o n  numbers and the  element type information. 
i n  NASTRAN to  posi t ion these l a b e l s  t o  avoid misinterpretat ion and t o  enhance 
t h e i r  l e g i b i l i t y .  

Selected "symbols" may be used or i d e n t i f i c a t i o n  numbers may be requested 

Special  care is taken 

The processing t o  t r a n s l a t e  the  s t r u c t u r a l  d a t a  i n t o  two-dimensional p l o t s  
using l i n e  segments, symbols and characters  can be expensive. 
f i l e s ,  described next, can be s izeable .  To help a-raid i n e f f i c i e n t  use of the b m i i  
functions,  t h e  subsequent chapters explain hlsd t h e  s t r u c t u r a l  p l o t t e r  canmands 
a r e  processed by the  NASTRAN p l o t  modules. 

The r e s u l t i n g  da ta  

PLOlTING DATA FILFS 

The da ta  f i l e s  t o  be processed by the  NASTRAN s t r u c t u r a l  p l o t  modules cons is t  
of control  information and model data. 
w i l l  be s h m .  
format. 

The functions of t h e  var ious input  f i l es  
The names of t h e  f i les ,  hcwever, may d i f f e r  depending on t h e  r i g i d  

The user def ines  h i s  desired p l o t  output via a separate  sec t ion  of the  C a s e  
Control Deck. These physical  cards are read and in te rpre ted  by a s p e c i a l  preface 
routine. Unlike the other  usual  case control  cards,  the  p lo '  .ontrol  commands 
a r e  simply in te rpre ted  as BCD, real o r  in teger  da ta  and s t o r e  in one f i l e  (PCDB) 
f o r  f u t u r e  processing by t h e  p l o t  modules. A l l  cards between t h e  O'JTPUT(PLOT) 
and the  BEGIN BULK or the  OUTPUT(XYPLOT) cards are assmed t o  b e  s t r u c t u r a l  p l o t  
control  cards. 

The f i r s t  phase of da ta  analysis  is performed by t h e  PLTSET module which is 
executed only once i n  each run. Its function is t o  analyze the  SET cards, out- 
put the  GPSETS and ELSETS da ta  f i l e s ,  i s s u e  e r r o r  messages p e r t i n e n t  t o  the SET 
data  on the PLTSETX f i l e  and rewrite the  PCDB control  da ta  t o  t h e  PLTPAR f i l e  
with a l l  SET def in i t ions  removed. 

The two f i l e s  GPSETS and ELSETS contain a l l  the  da ta  required t o  specify the  
objects  t o  be plct ted.  For every set  of elements defined, one record of da ta  is 
placed on each l i l e  whether it w i l l  later be used f o r  p l o t t i n g  o r  not. 
these f i l e s  have been establ ished In the. PLTSET module, no modification of these 
data  is ever attempted. 

Once 

i 

For each set of elements, t h e  ELSETS f i l e  lists the  element type, its ident i -  
f i c a t i o n  number and its connection points ,  which a r e  entered as poin ters  i n t o  
the GPSETS f i l e .  The corresponding GPSETS f i l e  coEtains the  f l a g s  specifying 
a l l  the gr id  points  needed t o  draw those elements. 
points a r e  t o  be  ident i f ied  by symbols o r  label,. 

I t  a l s o  s p e c i f i e s  which 

478 

I 1  



i 

t 
t 

I I i I 

The ac tua l  p l o t  tape is w r i t t e n  by the  PL@T module. The PLQT module analyzes 
the  remaining p l o t t e r  comnands by sequent ia l ly  in te rpre t ing  the  PLTPAR f i l e .  
TIP processing of the da ta  s tored  i n  each record of the  ELSETS and GPSETS f i l e s  
is supported by t h e  following standard input f i l e s  as required: 

CASECC - provides p l o t  headings 
BGPDT - provides undeformed g r i d  coordinates 
EQEXIN - provides g r i d  i d e n t i f i c a t i o n  nmbers  
SIL - controls  use of PLTDSPl and PLTDSPZ f i l e s  
PLTDSPl - provides deformations f o r  requests using STATIC 
PLTDSP2 - provides deformations f o r  a l l  o ther  requests  

The PL0T module is executed twice i n  most runs, f i r s t  f o r  undeformed and then 
Input da ta  on t h e  ft,: deformed p l o t s  depending on t h e  value of a DHAP parameter. 

PL'hAR f i l e  is in te rpre ted  sequent ia l ly .  
pass are skipped on the f i r s t  pass. 
messages a l s o  occur i n  sequent ia l  order. 
undeformed o r  deformed p l o t s  appear during t h e  undeformed analysis .  
per t inent  t o  the  deformed p l o t s  appear only on t h e  second pass. 
are output on t h e  P L m  f i l e .  

P lo t  requests appl icable  t o  t h e  second 

Error  messages per t inent  t o  e i t h e r  t h e  
Error  messages and p l o t  i d e n t i f i c a t i o n  

Messages 
A l l  messages 

The deformation f i l e s ,  PLTDSPI and PLTDSP2, are created f o r  use by t h e  PL0T 
module by the  normal output processing modules of NASTRAN (e.g.,SDRl). 
da ta  f i l e s  contain only the three  t r a n s l a t i o n a l  components i n  the  b a s i c  coordi- 
na te  system. 
p r i a t e  frequency, eigenvalue o r  t i m e .  

These 

Each set of da ta  i s  i d e n t i f i e d  as t o  type, subcase, and the appro- 

The ac tua l  sequence of operztions on these f i l e s  is described next. 

PROCESSING SEQUENCE 

Lengthy calculat ions may b e  required of the p l o t  modules, which suggests t h a t  

Since 
car2 b e  givcn i n  t h e  usage of c e r t a i n  input conmands. 
t o  y ive  the user  ins ight  i n t o  how the p l o t t e r  w i l l  i n t e r p r e t  each command. 
each card is acted upon i n  sequence, the  usual s t r u c t u r a l  p l o t t e r  conmands are 
presented bel,  - i n  the  sequence t h a t  they should b e  input  t o  the  program. More 
de ta i led  oe ' ini t ions f o r  each key word can be obtained from reference 1. Table 2 
i l l u s t r a t , ~ s  the in te rac t ion  of the  p lo t t ing  parameters €or the discussicn below. 
The next .-hapter presents many examples along with some i n t e r e s t i n g  undoc-rrented 
opt i r -  3. 

These are described below 

The OUTPUT(PL0T) Card 

Thirr card indicates  tha t  t h e  Case Control cards t a  follow a r e  p l o t  commands. 
A l l  ' I~L.. cards up t o  an @UTPUT(XYPL@T) o r  a BEGIN BULK a r e  assumed t o  be struc- 
t u r d  p lo t  commands. 
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The SET Card 

T h i ~  card i n i t i a t e s  t h e  creat ion of a scra tch  f i l e  containing a l l  t h e  p l o t t a b l e  
elements. 
g r id  points.  Only da ta  on connections, element tyate and element number are on 
t h i s  f i l e .  This list is  then scanned f o r  each SET t h e  user defines.  Each SET 
card is then interpreted.  Each element i n  t h e  scra tch  f i l e  i s  scanned, and i f  
its type and/or number is INCLUDED and n o t  later EXCLUDED*, t h a t  element is 
accepted. 

These elements are those with geometric coordinates and a t  least two 

The SET card may also be used t o  r e s t r i c t  the  output of g r i d  point  re la ted  
labels ,  symbols and deformation vectors.  
from the  element set connect ivi t ies  and therefore  can not  be expanded. 
INCLUDE GRID has no meaning unless i t  follaws EXCLUDE GRID. 
key word GRID m u s t  always follow t h e  INCLUDE, EXCLUDE o r  EXCEPT commands. 
Level 16, some elements (e.g., AEM) automatically use EXCLUDE GRID. 

The b a s i c  g r i d  point  d a t a  is obtained 
Thus, 

In 
Note here,  t n a t  t h e  

The CSCALE Card 

I f  used, t h i s  card must appear before  each PL0TTER request t o  set the  sca l ing  
parameter which a l l o v s  t h e  user t o  change t h e  raster dimensions of the  characters  
t o  5e used i n  a l l  subsequent operations. This sca l ing  is usefu l  i f  t h e  p l o t  out- 
put is t o  be post processed t o  enlarge a frame without a l s o  enlarging the  char- 
acters o r  destroying t h e i r  spacing. Thus, t h i s  parameter is input  as the  inverse 
of the  f a c t o r  the post processor w i l l  use t o  magnify the frame. 
the character  s i z e  f o r  each p l o t t e r  supported by NASTRAN. 

Table 1 s h w s  

The PUTTER Card 

To def ine the  3esired p lo t t ing  hardware, ths PLQTTER, PAPER SI7E and 
The f f r s t  two set the  parameters s h a m  CAMERA or PEN parameters are specif ied.  

Fn Table 1 and i n i t i a l i z e  the  p l o t t e r .  
area f o r  t a b l e  o r  drum p l o t t e r s .  I f  a s i z e  l a r g e r  than t h e  m a x i m u m  f ixed dimension 
f o r  t h a t  p l o t t e r  is spec i f ied ,  the  defaul t  is used. I f  the  PL0TTBR commnnd is 
encountered later i n  the  input stream, e i t h e r  by e r r o r  o r  by design t o  change 
p l o t t e r s ,  only those parameters following t h a t  card can be relied upon f o r  use 
i n  subsequent computations. Therefore, a l l  but  the  CSCALE parameter should be 
respecif  ied.  

PAPER SIZE controls  the  rnaxiuum p l o t t i n g  

The A X E S ,  VIEW and MAXIMUM DEFORMATION Parameter 

These three  cards are used t o  or ien t  and def ine the size of t h e  object  to  b e  
Once set ,  plot ted.  These parameters must be set 5efore  the  FIND card I s  input.  

* This fea ture  now works i n  Level 16. 
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they are changed only by another AXES, VIEW, or MAXIMUM DEF'0RMATI0N card. 
ever, i f  any one of these cards occur between a FIND and a P U T  card, t he  r e s u l t s  
may not  be properly scaled and centered. 

How- 

The HAXIMUM DENRMATIQN parameter is used t o  scale up the deformations which 
are usual ly  very small campared t o  t h e  o v e r a l l  dimensions of t he  s t r u c t u r a l  model. 
I f  the use r  does not  specify a value,  t he  program assumes a de fau l t  of 5% of the  
m a x i m u m  X or Y range i n  the  s t r u c t u r a l  coordinates of the current  view. This is 
usually adequate. However, small deformations may not show up. Larp,e deforma- 
t i ons  may cause undesirable d i s t o r t i o n s  i f  t h i s  parameter is too h r g e .  

The SCALE and $I??Gii ;  Card 

Once t h e  o v e r a l l  s i z e  of the object  t o  be p l o t t e d  i s  determined using t h e  
above parameters, it m u s t  be sca l ed  and an o r i g i n  se l ec t ed  t o  f i t  the p i c t u r e  i n  
the  frame. With these  cards, t he  user can set t h e  parameters himself,  bu t  t h e  
ca l cu la t ion  process is e r r o r  prone and t h e  FIND opt ion is recommended. 

The FIND Card 

This card is ovt ional  but i t  is recomnended t o  l e t  the program compute the  
SCALE, Q R I G I N ,  and VANTAGE PQINT parameters. The la t te r  is only ca l cu la t ed  i f  
PERSPECTIVE or STEREO p l o t s  have been requested. 
the FIND, no d e f a u l t s  are used. 
already have been set. 

I f  =word appears following 
Instead,  i t  is assumed the unspecif ied p a r a e t e r s  

Only the spec i f i ed  parameters w i l l  be calculated.  

The da ta  operat ions caused by t h e  FIND card are extensive.  A i L e r  i n t e r p r e t i n g  
the input ,  t he  GPSETS record f o r  t he  SET spec i f i ed  on the FIND card,  o r  t he  f i r s t  
well-defined set i n  the  p l o t  input  i s  read i n t o  core. The th ree  geometric coor- 
dinates  f o r  t he  g r i d  po in t s  i n  t h a t  se t  are read from the BGPDT fi le.  These 
coordinates are transformed t o  correspond t o  t h e  VIEW and AXES specif ied.  
t h i s  transformed data ,  the minimum and m a x i m u m  X an? Y locat ions are obtained and 
added t G  t h e  previously defined %XIMUM DEF0RMATIQN t o  determine t h e  SCALE and 
O R I G I N  required t o  place the object  within the  frame. 

From 

Another parameter, REGIQN, is a Convenience parameter u s e d  t o  set up an o r i g i n  
and scale. such t h a t  only part of the  frame is a v a i l a b l e  f o r  p l o t t i n g  a given SET. 
Thus, more than one SET could be p l o t t e d  on the same frame, but i n  d i f f e r e n t  lo- 
ca t ions  and with diEferent  options.  Because only one SCALE e x i s t s ,  the  sets t o  be 
p lo t t ed  sLould be of s i m i l a r  dimensions. D i f f e ren t  sets may be used but  each 
w i l l  be p l o t t e d  using the  SCALE fram the  last FIND card processed before  the  
PLQT canmand. Note, hmever ,  p l o t t i n g  may occur outs ide of t h i s  region s i n c e  
REGION is only a convenience parameter used by the  FIND card. Its designed use 
is t o  f a c i l i t a t e  t he  SYMMETRY option on the PL0T card. 
when def ining the  REGIQN,  t he  frame dimensions are scaled frm 0.0 on the  lower 
l e f t  t o  1.0 on the  upper r igh t .  

For user  csnvenience 
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The PL0T Card 

Af te r  t h e  FIND card  is processed,  t h e  program is ready t o  process  t h e  PUT 
card. Following t h e  word PL0T, a d d i t i o n a l  i d e n t i f y i n g  d a t a  are expected only i f  
t h e  r eques t  is t o  be f o r  deformed p l o t s .  O t h e w i s e ,  it d e f a u l t s  t o  undeformed 
p l o t s .  I f  a scale or an o r i g i n  had n o t  been set up, a d e f a u l t  va lue  is obta ined  
and t h e  f i r s t  wel l -der ined set is u t i l i z e d .  
T2ANSIENT or FREQUENCY may b e  used followed by DENRMATIQN, VELOCITY or ACCELER- 
ATION. Note t h a t  t h e  l a t te r  two are only v a l i d  f o r  FREQUENCY or TRANSIENT 
reques ts .  For defoimed p l o t s  a d d i t i o n a l  c o n t r o l  parameters  can be  inpu t .  These 
p a r m e t e r s  inc lude  RANGE or TIME and PHASE LAG or MAGNITUDE. 
(which are in te rchangeable  key words) restrict t h e  cases t o  be p l o t t e d .  
of frequency are used f o r  RANGE when MgDXL, a D A L  o r  FREQUENCY fol low t h e  word 
PL0T. For buckl ing ana lyses ,  t h e  e igenvalue  i t s e l f  i s  used. For TRANSIENT, 
u n i t s  of  time are used. For STATICS, only t h e  subcase number can b e  used t o  
select the  displacement set t o  be p l o t t e d .  
p l ex  v a r i a b l e  deformations U a r e  t o  be p l o t t e d ,  t h e  use r  h a s  a chc ice  of PHASE LAG 8 
(U = URCOSe  + UIsin8 w i t h  a i n  degrees  wi th  a d e f a u l t  o f  0.0) or MAGNITUDE 

The words STATIC, WDAL, W D A L ,  

RANGE or TIME 
Uni t s  

For m0DA.L and FQFiQUENCY where com- 

(u = J-). 
NASTRAN f i r s t  processes  a l l  r eques t s  f o r  undeformed p l o t s .  Then, once t h e  

d e s i r e d  s o l u t i o n  is obta ined ,  t h e  p l o t  r eques t s  are aga in  scanned. 
t h e  undeformed p l o t  r eques t s  are skipped and only t h e  deformed p l o t  r eques t s  are 
hon0rz.d. 
f i l e  is checked aga ins t  t h e  subcase and range phrameters s p e c i f i e d .  I f  n o t  re- 
q u e s t e l ,  t h a t  case  is skipped u n t i l  e i t h e r  one is found o r  no more cases e x i s t .  

On t h i s  pass ,  

On t h i s  second pass ,  each case on t h e  appropr i a t e  deformation i n p u t  

Once a v a l i d  PMT reques t  i s  i d e n t i f i e d ,  t h e  remaining parameters  on t h e  card  
are read. These parameters inc lude  SET, O R I G I N ,  SHAPE, SYMBOL, LABEL, VECTdR, 
DENSITY, PEN, SYMMETRY, ANTISYMMETRY, and MAXIMUM DEFdRMATIQN. The f i r s t  occur- 
rence of SET is s t o r e d .  The rea f t e r  e i t h e r  an end-of- logical  ca rd  o r  another  SET 
reques t  causes  t h e  s t o r e d  parameters  t o  be  p l o t t e d .  
f o r  t h e  next  SET t o  b e  p l o t t e d ,  some parameters  are r e i n i t i a l i z e d .  These a r e  
LABEL, SHAPE, SYMB@L, SYMMETRY cr ANTISYMMETRY, and VECTQR. These parameters  
must b e  r e s p e c i f i e d  i f  they are t o  b e  used €or p l o t t i n g  t h e  next  SET. 
used ds a d e f a u l t .  

Before reading  parameters  

SHADE is 

For s t e r e o  p l o t s ,  t h e  c o n t r o l  parameters are kept  i n  co re  and t h e  d a t a  f i l e s  
are reprocessed.  

P l o t t i n g  t h e  SET 

So f a r ,  t h e  ca l l  t o  p l o t  a set of elements hac been descr ibed  only i n  ske tchy  
Lenns. This cal l  needs t o  be explained i n  more d e t a i l .  F i r s t ,  t h e  remaining 
words of open core must exceed 

NGP + 3 * NGPSET + N (undefomed p l o t s )  
NGP + 8 * NGPSET + M (defomed p l o t s )  

i 
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where NGP is the  number of g r i d  and scalar points  i n  the model, NGPSET is tire 
number of g r i d s  i n  t h e  zec being p lo t t ed ,  and where N is the  number of words i n  
4 NASTRAN buf fe r s  plus  tne p l o t t e r  bu f fe r .  
take the  record s i ze  from Table 1 and divide by the number of characters  pe r  word 
f o r  t he  machine being used. 
remains of open core is used, un le s s  VECT0R NR is requested, t o  c r e a t e  a pen 
optimization sequence. This adds t o  the space required by a t  least NGPSET p lus  
two times the  rider of edges on the  elements i n  the  set .  

To f i n d  the s i z e  of the p l o t t e r  bu f fe r ,  

M is one NASTRAN buffer-s ize  l a r g e r  than N. What 

For t h e  element set t o  be  p l o t t e d ,  the displacements, v e l o c i t i e s  o r  acceler-  
a t ions  f o r  po in t s  i n  the  s e t  are read i n t o  core -ram the  appropriate  f i l e  and, 
i f  necessary, are converted from complex t o  real numbers as described above. 
A t  t h i s  t i m e  the maximum component is a l s o  found and s tored.  This is the  maximum 
f o r  a l l  g r i d  points ,  not  j u s t  f o r  those i n  t h e  set. 

For deformed p l o t s ,  t he  deformations are processed according t o  t h e  symmetry 
The s c a l i n g  options and the  values  are ro t a t ed  and scaled t o  the u s e r  requests .  

function is 

where M is from the MAXIMUM DENRMATIdN card,  M 
PUT ca:d o r  a l t e r n a t i v e l y  the  a c t u a l  m a x i m u m  cohonen t  value,  and u is each input  
component of t he  displacement, ve loc i ty  o r  acce le ra t ion  vector.  

is t he  maximum spec i f i ed  on the  

I f  the SHAPE ( o u t l i n e  of each element) is t o  b e  drawn, phase one of t he  pen 
o p t b i z a t i o n  is performed. 
t h a t  lists a l l  connections t o  the  g r i d  associated with the pointer .  This process 
involves s o r t s  on t he  l i n e s  i n  t h e  set. The ccre  used f o r  t h i s  operat ion may 
be monitored by turning on DIAG 25 i n  the Executive Control Deck. 
involve extensive c s l cu la t ions  proport ional  t o  t h e  square of the number of l i n e s  
i n  the set. 

The output is a list of po in t e r s  t o  a second array 

These s o r t s  

These a r r ays  are used f o r  drawing the  l i n e s  i n  both the  undefonned and de- 
formed SHAPE p l o t s  (phase 2). 
t o  core r e s t r i c t i o n s ,  optimization is not performed and a l l  edges a r e  drawn f o r  
each element d i r e c t l y  from t h e  ELSETS f i l e .  

I f  t h e  arrays could not be created i n  phase l due 

The r e s u l t a n t  p l o t  f o r  Demonstration Problem 1-2-1 shown i n  Figure 1 provides 
the following s t a t i s t i c s  f o r  using the SHAPE option: 

Number of r a s t e r s  movement f o r  With Without Percentage 
Array Array increase 

drawing l i n e s .  .......... 8,127 14,314 76% 
0 6 , 3 4 3  - 

154x 
reposi t ioning pen ....... - 

8,127 20,657 

This d a t a  was calculated from a DIAG 30 dump using an SC 4020 p l o t t e r .  N D t e  
DIAG 30 is s p e c i a l  purpose and must not be set i n  the Executive Control Deck. 

t 
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Drawing the  VECr0R requests causes add i t iona l  computation. Depending on 

These ca l cu la t ions ,  
the requests,  as many as t h ree  l i n e s  may have t o  be  calculated f o r  p l o t t i n g  
a t  each g r i d  po in t ,  one f o r  each component of deformation. 
whether f o r  components o r  the vector  r e s u l t a n t ,  m u s t  include the appropriate  
axes transformation, r o t a t i o n  and p ro jec t ion  onto t h e  p l o t t i n g  surface.  

Grid i d e n t i f i c a t i o n  includes SYMB0LS and LABELS. The SYMBCbLS are simply 
drawn (o r  typed) from standard t a b l e s  avai lable .  
LABELS are obtained by searching the EQEXIN f i l e  t o  obtain the external g r i d  
point  I D .  
LABELS are found by rereading t h e  ELSETS f i l e .  
aligned r e l a t i v e  t o  one of t he  element's edges. 
o r i en t ing  each of these l a b e l s  and symbols adds considerably t o  the computation 
tine required f o r  the PIdT module. 

The g r i d  i d e n t i f i c a t i o n  

Element i d e n t i f i c a t i o n  numbers and element type i d e n t i f i c a t i o n  
These LABELS are centered and 

Such e f f o r t  i n  l oca t ing  and 

EXAMPLES AND ALTERNATIVES 

Various input  techniques are i l l u s t r a t e d .  Ways ?re shown f o r  improving 
e f f i c i ency ,  s implifying the input ,  and exp lo i t i ng  the c a p a b i l i t i e s  of the 
NASTRAN s t r u c t u r a l  p l o t t e r .  

Input Syntax 

The formatting ru l e s  f o r  t he  NASTRAN Case Control. deck apply a l s o  t o  the p l o t  
11 ( I 1  , 1 1 )  11 ,  and 1 8 ,  $ 1 )  command segment of t h a t  deck. Delimiters (e.g., "/", "=", 

may be used f r e e l y  s ince  they are ignored, t h a t  is, except f o r  t he  comma i f  i t  
i s  the last character  on the card. 
word s u f f i c e  unless t he  word would not be  unl.que (e.g., PUTTER and P U T ) .  
Element names (QUAD1 and QUAD2, e t c . )  muet be completely spec i f i ed .  Ijnlike normal 
Case Control, real numbers may be  input as in t ege r s  on the p l o t  con t ro l  card. 

Only the f i r s t  four characters  af t he  key 

The four key ccmnands (SET, PLOTTER, FIND and PLQT) must be the  f irst  word 
on the card. 
parameters which are s tored.  

A l l  the  other  key words may share  the  same card s i n c e  they i d e n t i f y  
For example: 

$ FIRST VIEW 
VIEW = 10.0, 2 0 . 5 ,  0.0 
AXES = 2,  x, Y 

could be spec i f i ed  as 

VIEW 10, 20.5,AXES 2 ,  X, Y $ FIRST VIEW. 

This card a l s o  i l l u s t r a t e s  the use of "$" f o r  comments cn a command card,  and the 
acceptance of de fau l t  values f o r  t he  t h i r d  VIEW angle. That de fau l t  is 0.0 i n  
t h i s  case because i t  is the "FIRST VIEW". Otherwise, the de fau l t  would be the 
previously set value. If angles had not been specified, the program would 
use the de fau l t s  f o r  the second and t h i r d  angle. Incidental ly ,  using t h i s  combining 
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f e a t u r e  w i l l  no t  on ly  redilce t h e  s i z e  u f  t h e  d a t a  f i l es  but  w i l l  he lp  p re se rve  
t h e  sequence of t h e  inpu t  deck i f  i t  is  dropped. 

Using t h e  FIND Card 

The FIND card is op t iona l  but recommended. The parameters SCALE and @RICIN 
An undocumented f e a t u r e ,  used could be c a l c u l a t e d  manually and i n p u t  d i r e c t l y .  

t o  manipulate  t h e  SCALE f a c t o r  f o r  s p e c i a l  e f f e c t s ,  i l l u s t r a t e d  by 

FIND SCALE 0.9, Q R I G I N  100, SET 20 

would reduce t h e  c a l c u l a t e d  s c a l i n g  f a c t o r  t o  90%. 
conta in  a l l  t h e  elements  t o  b e  p i c t u r e d  l a t e r  w t t h  t h e  PUT comnand. This set  
can b e  uniquely def ined  t o  e s t a b l i s h  a s p e c i a l  scale f a c t o r  and o r i g i n  so t h a t  
a l i m i t e d  area of  a model may be s e l e c t i v e l y  p l o t t e d .  This  concept depends on 
t h e  f a c t  t h a t  l i n e s  w i l l  be  "clipped" i f  they f a l l  o u t s i d e  t h e  range of t h e  
p l o t t e r  frame area. Hence, any elements ou t s ide  t h e  bounds of t h e  SET used t o  
de f ine  SCALE and 0RIC-IN w i l l  be  e l imina ted  au tomat ica l ly .  

Note t h a t  SET 20 need no t  

The element SET c rea t ed  e s p e c i a l l y  f o r  use by th2 FIND card  should be small. 
Reca l l  t h a t  t h e  coord ina tes  f o r  a l l  g r i d  po in t s  def ined  by a SET are read  i n t o  
open core.  A 3 x 3 matr ix  t ransformat ion  is performed t o  r o t a t e  them t o  t h e  cur- 
r e n t  view. Then, only t h e  maximum and minimm va lues  on the  p l o t t i n g  s u r f a c e  are 
used t o  c a l c u l a t e  SCALE and gRIGIN. Also, t h e  elements of  t h e  SET must be care- 
f u l l y  s e l e c t e d  t o  inc lude  the  e x t r e m i t i e s  of t h e  ob jec t  as i t  w i l l  appear  when 
p ro jec t ed  onto the  p l o t t i n g  su r face .  For pe r spec t ive  p r o j e c t i o n s ,  a l l  t h r e e  d i -  
mensions of t h e  o b j e c t  must be considered.  

For t h e  p l a t e  model shown i n  Figure 2 ,  t he  fol lowing commands could be  used 
assuming t h e  model inc ludes  only the  f i r s t  quadrant of t h e  p l a t e :  

0UTPUT (PLOT) 
SET 2 = 1, 5 ,  31, 36 
SET 1 = ALL 
VIEW ... 
AXES ... 
FIND 
PLaT SET 1 

Note t h a t  t h e  FIND card  without  any o t h e r  key parameter w i l l  r eques t  a l l  t h e  de- 
f a u l t s  t o  be taken. SET 2 w i l l  be  used s i n c e  i t  is t h e  f i r s t  wel l -def ined set .  
Had SET 1 been used, 36/16 more work would have been performed t o  f i n d  SCALE and 
@ R I C I N .  On l a r g e r  models, t hese  sav ings  would be s u b s t a n t i a l .  

The REGION parameter on t h e  FIND card  can be  used f o r  p l o t t i n g  symmetric seg- 
ments of t h e  model i l l u s t r a t e d  i n  Figure 2 .  
t he  square  p l a t e  is s p e c i f i e d  i n  t h e  model, a l l  fou r  quadrants  could be  p l o t t e d  
on t h e  same frame wi th :  

Assuming only the  f i r s t  quadrant  of 
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SET 1 = 1, 5 ,  31, 36 
SET 2 - ALL 
VIEW 60, 20, 0 
FIND SCALE @ R I G I N  10 SET 1 REGIQN .43, .26, 1, 1 
PLgT SET 1, SET 1, SYPiMPlTRY X, 

SET 1, SYMM Y ,  SET 1, SYMMETRY XY 

Assuming the  e n t i r e  p l a t e  is t o  be centered i n  t h e  p l o t t i n g  frame, t h e  parameters 

f i ed .  
are always assumed t o  r e f e r  t o  the b a s i c  cocrdinate system, not t he  axes of the 
p lo t  frame. The SYNM p l o t t e r  option can only work co r rec t ly  i f  t h e  plane(6) of 
s t r u c t u r a l  symnetry a l i g n  with the bas i c  coordinate system axe&. 

were se l ec t ed  so t h a t  the f i r s t  quadrant would be  centered i n  the REGIQN speci-  I 

I I t  should a l s o  be noted t h a t  t h e  symmetry axes spec i f i ed  on t h e  PLOT card 

An a l t e r n a t e  method is ava i l ab le  €or p l o t t i n g  t h e  e n t i r e  p l a t e  Shawn i n  Fig- 
u r e  2 using the AXES card as follows: 

0UTPU" (PUT) 
SET 1 = 1, 5 ,  31, 36 
SET 2 = Au 
VIEW 60, 20 $(QUAD 1 - AXES 2, x, Y) 

AXES 2, Mx, Y 
FIND $(QUAD 2) 

AXES 2, Mx, MY 
FIND $ (QUAD 3) 

AXES 2, x, MY 
FIND $ (QUAD 4) 

P U T  SET 2 

PLgT SET 2 

P U T  SET 2 

PLgT SET 2 

This approach is more expensive due t o  the number of FIND requests .  
on:', but  four p l o t s  a r e  required.  
def ine SCALE, a l l  the p l o t s  w i l l  be t o  the same scale and can later be in t eg ra t ed  
i n t o  one l a rge  f igure.  
t o  add "QRIGIN 1, SET 1" t o  a l l  but the f i r s t  FIND card. 
compute the s c a l e  f ac to r .  
cards,  t h a t  f a c t o r  is used as the de fau l t .  

Also, not 
I f  ca re  is taken i n  def ining the  SET used t o  

A more s u b t l e  method of forcing the  same s c a l e  would be 
The f i r s t  FIND would 

Because "SCALE" is  not input  on the  subsequent FIND 

PL0T Card - Defonnation Select ion 

Eigenvalue ana lys i s  r e s u l t s  usual ly  include eigenvectors t h a t  need not  be 
plot ted.  These may be the  r i g i d  body modes or,  on restart ,  they might be the 
f i r s t  10 a d e s  which were p lo t t ed  previously. For these cases, s i n c e  the  fre- 
quency (o r  eigenvalue) already is known, the  RANGE parameter on the  PLdT card 
can be used. However, when the frequency is not  *mown beforehand, a d i f f e r e n t  
approach must be used. Here is where the MODES Case Control card can be used 
t o  advantage. An example f o r  p l o t t i n g  modes 5 ,  6, and 7 follows: 
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METHQD 

MfiDES 4 

100 $ FIRST THRU FQURTH SUBCASE - MflDZS 1 THR@UGH 4 

.$ FT'r'TH THRU SEVENTH SUBCASE - MflDES 5 THRgUGH 7 
SUBCASE 11 

SUBCASE 15 
MdDES - 3 

SUBCASE 18 ! hEMAINING SUBCASE - ALL @'HER MflDES 
0UTPUT (PUT) 

SET 1 - PUTEL 
SET 3 - Atzl LXf--:T? I 'UTEL 

FIND SCUZ 1 ..., Q'UGIN 1, SET 1, REGIQN 0.4, 0, 1, 1 

$ USED QNLY FOR * FIND * CARD 

MAXI D E I ~  J, ixEs Y ,  x, VIEW 30, 45 

P U T  M0DA.L D'.M 15 C.0 17, ',JaT 1, SET 1 'SYMMETRY X 

These p l o t s  are conti'olled by the subcase nmbers  (<.g., 1 5  C 17) and not t h e  moLe 
number o r  RANGE of fxequency. 
spec i f i ed  since MODES Lwst not  be used i n  the  last subcase. 
are introduced t o  def ine the  model extremities f o r  use by the FIND card. 
t h a t  using t h e  SYMMETRY option, mirror  images are p l o t t e d  f o r  both the  deformation 
and the  model on the  l e f t  and r i g h r  s i d e s  of t he  p l o t  frame. 
ANTISYMMETRIC option were used, t he  d i r e c t i o n  of t h e  deformation would be reversed 
f o r  t h e  mirror  image only. 

Note t h a t  Subcase 18 i n  Case Control had t o  be 
The PL0TZL elements 

Notice 

I f  i n s t ead ,  t he  

P U T  Card - Restr ic ted Labeling 

Being able  t o  p l o t  mult i? le  sets per  frame can be use fu l  i n  providing d i f f e r -  
ent p l o t  options f o r  each SET. For example: 

SET 4 - PLbTEL $ FOR USE BY * FIND * CARD 
SET 3 - SHEAR, EXCLUDE GRIDS 100 THRU 276, 

EXCEPT GCID POINTS 123, 192 
SET 5 - BAR 
PLQT kREQ VEL&XTY 0, SkT 3, SHAPE, LABEL (BQTH) 

SET 5 ,  VECTflR NR, SYMBQL 7 

FIND SC,LLE, @ R I G I N  5 ,  SET 4 

illustrates a method f o r  s e l e c t i v e l y  l abe l ing  elements cnd g r i d  points .  
t h a t  a l l  SHEAR elements, and not t he  EAR e1emer.m w i l l  be arawn and labeled. The 
BAR element set  is used only t o  def ine the  g r i d  points  t o  be associated with the 
VECT0R option. Only a port ion of the g r i d  po in t s  i n  SET 3 w i l l  be I d e n t i f i e d  
by number. Those i n  SET 5 w i l l  be  i d e n t i f i e d  by a symbol. Hence, some g r i d s  
may b e  given both a symbol and a l abe l .  

Notice 

1 

t 

The VECTOR NR option app l i e s  only t o  g r i d  po in t s  i n  SET 5 preventing the  p lo t  
of any underlay f o r  these elements. 
Had gr:ds been excluded from SET 5 ,  both the  vecto:. and t h e  symbol f o r  those 
g r i d s  would not be plot ted.  

However, t he  SHAPE of SET 3 w i l l  be drawn. 

3 
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PLQT Card - MAXIMUM DEF0RMATI0N Farnmeter 

With CRT f i lm  p l o t s ,  a movie can be made from a t r a n s s m t  so lu t ion .  

This value i s  spec i f i ed  with t h e  MAXI DEF0 parameter on t h e  PLBT card. 

This re- 
qu i r e s  t he  user t o  s e l e c t  a value f o r  t he  maximum displacement appl icable  t o  & 
t i m c ?  s t e p s .  
I f  not used, t h e  PL@ module would s c a l e  each time s t e p  vector  diff t - r -nt iy ,  based 
on t h e  maximum component f o r  t h a t  one vector  only. 
on the  PLOT card,  a l l  time s t e p s  w i l l  be  p lo t t ed  t o  the  same scale i n  order t o  
preserve t h e  r e l a t i v e  d i f f e rence  from frame t o  frame. 

With the  MAXI DLF6 p a r a w t e r  

T'.ie MAXI nEF0 parameter can a l s o  be used t o  modify the  scale used i n  p l o t t i n g  
t h e  deformations of a subset  of elements. 
1ocatr.c i n  the model where displacements are small r e l a t i v e  t o  the ove ra l l  m a x i -  
mum. Otherwise, t h e  p lo t t ed  deformations w i l l  be scaled t o  the  maximum over & 
g r i d  points  i n  the  model and not  t he  maximum deformation of t h e  g r id )  contained 
i n  t h e  SET. 

This becomes important when a SET is 

PL(6T Card - Element SET Select ion 

The i s s u e  he re  is eff ic iency.  By choosing element SETs c a r e f u l i y ,  s i g n i f  i c s n t  
gains can be r ea l i zed .  

The SHAPE option on the PL0T card i n i t i a t e s  two expensive s o r t  operat ions 
which are always executed, unless open core is too l imited.  
na t e s  redundant l i n e s  encountered when more than one element connects t he  same 
p a i r  of g r i d  points .  Once the  unique l i n e s  have been i d e n t i f i e d ,  an op thum 
sequence f o r  p l o t t i n g  these  l i n e s  is eszablished as described earlier and i l l u s -  
t r a t e d  i n  Figure 1. 
requests  and the assoc -t.ed l i n e  processing is bypassed. 

This s o r t i n g  elimi- 

However, i f  VECTOR NR is s p e c i f i e d ,  any SHAPP, o r  underlay 

Complicated models o f t en  include element? t h a t  add no unique l i n e s .  For in-  
s tance,  shear  panels a r e  f requent ly  used with rod elements on a l l  four edges. 
The most e f f i c i e n t  choice would be t o  EXCLUDE the  shear  panel elements by i t s  
type o r  by the  individual  element nunber: 

t 

SET 5 = ALL EXCLUDE SHEAR 526, 15, lo>> 

Of course, f o r  checking out  a modrl, a l l  elements should be p lo t t ed  t o  v e r i f y  
The a l t e r n a t i v e  here is t o  divide t h e  elements o v e r a l l  consistency of t he  input.  

i n t o  subsets  and request s eve ra l  SETs t o  be p lo t t ed  on the  same or on separate 
PLQI coannands. Thus, t he  open >re required to  s t o r e  d a t a  <or ar\y oEe set is 
reduced. Because the  s o r t i n g  timc is proportional t o  the _square of ihe number 
of l i n e s  i n  a SET, the CPU time a l s o  w i l l  be reduced. 

i 
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CONCL-UDING REMARKS 

The examples throughout t h e  paper have been designed t o  illustrate t h e  flexi- 
Each set of input comnands b i l i t y  and u t i l i t y  of the  NASTRAN s t r u c t u r a l  p l o t t e r .  

w a s  presented as a funct ional  e n t i t y .  
ta i l .  

The purpose w a s  not  t o  descr ibe i.t i n  de- 
The purpose was t o  i n s p i r e  t h e  reader t o  experiment. 
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TABLE 2.  INTERACTION OF PLOTTING PARWTERS 

Other 
Parameters 
Affected 

PEFSPECTIVE 

STERE0 

PU#TTER 

PAPER SIZE 
#RIGIN 

SCALE 

CSCALE 

PReJ PLANE 

VANT PQINT 

FIND 

PLBT 

VIEW+ 
AXES+ 
MAXZ  DE^ 
C W R A t  

PEN+ 

QCULAR SEPA? 

BLANK FRAMEt 

SET 

Default  
Options 

I-( z 
n 
8 
& 

YES 

NO 

NO 

SC, 4020 

8-112 x 11 
* 
* 
1.0 
1.0 
* 
* 
REQUIRED 
* 
x,y,z 
0.0 

PAPER 

1 

1 

2.756 

REQUIRED 

D 

Code 
* -  
A -  
D -  

R -  
s -  
u -  
t -  

Program generates a l l  values required i f  not  set by user.  
Action parameter. 
Default  values  res tored.  
desired.  
Recalculated i f  requested. 
Stored f o r  later use. 
Ex i s t ing  values u t i l i z e d  i f  required f o r  p ro jec t ion ,  p l o t t e r .  
Stored for la ter  use,  does not cause change i n  o the r  parameters. 

Activates computation when encountered. 
User must r e spec i fy  i f  a l t e r n a t e  values 

Minor c a l c u l a t i o n s  amy be i n i t i a t e d .  

1 

I 
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Figure 1.- Tath of plotting pen for Demonstration Problem 1-2-1. 
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PLOTTiNG REGION 

Figure 2.- Example illustrating SYMMETRY, REGIQN and SET, 
as used with the FIND and PLdT conrmands. 
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THE NASTRAN ERROR CORRECTION INFORMATION S Y S m  (ECIS) 

David C. ROsser, Jr. 

and 

Jane8 L. Rogers, Jr. 
NASA Langley Research Center 

A new data  management procedure, ca l led  Error Correction Information System 
(ECIS), is described. 
mittal of e r r o r  infonuation between the  NASTRAN Systems Hanagentent Off ice  (NSm) 
and the  NASTL(AN user comrmnity. 
its operational status. 
vious e r r o r  correct ion procedures. 
access t o  e r r o r  information much more rapidly when using ECIS. 
t ime tab les  character ize  the convenience and time-saving fea tures  of ECIS. 

The purpose of t h i s  system is t o  implement the  rapid trans- 

This paper suPDLarizes the  fea tures  of ECIS and 
The mode of operation f o r  ECIS is compared t o  the pre- 

It is shown how the  user comunity can have 
Flow charts and 

INTRODUCTION 

In the  pas t ,  NASTRAN users  hz.ve been severely r e s t r i c t e d  i n  t h e i r  access t o  
NASTRAN e r ro r  information. Access has been v i a  telephone, correspondence, the  
NASTRAN Newsletter, and Software Problem Report (SPR) Log. 
temporary and permanent f ixes  were given tn the  or ig ina tor  of the  SPR, these f ixes  
were frequently not  avai lable  t o  t i e  e n t i r e  NASTRAH user community u n t i l  a new 
version of NASTRAN w a s  released. 
e r ro r  information, NSMO has i n i t i a t e d  ECIS ( r e f .  1) on a commercial network, 
using an establ ished data base mancgement system (refs .  2 and 3).  

Although many times 

.h an e f f o r t  t o  improve user access t o  NASTRAN 

THE ERROR CORRXTION INFORMATION SYSTEM 

ECIS is a pos i t ive  s tep  by the  NSElO t o  provide the  NASTRAN user  community 
with an expedient information s torage and retrieval system f o r  SPR's. 
system w i l l  support the  two-way t r a n m i t t a l  of information and SPR fixes among 
the  user  community, NSMO, and the ma..ntenance contractor on a da i ly  basis .  

This 
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Organization 

The syst-a consists of two distinct data bases. 
User Conrment data base (Table 1). 
The first and major purpose is for the two-way transmittal of information be- 
tveea NSMO and the user community. 
general coments, describe difficulties, or submit an SPR. The second purpose 
is bookkeeping. Each tl-ne a user accesses this data base, the user's NAME, 
ORGANIZATION, DATE, and TIME OF DAY should be entered. From this information, 
NSMO can compile statistics on use of the system. The third purpose of this 
data base is for NSPtO to respond to users. 
Base daily, records the user couunents or problems, and then updates the data 
base with an acknowledgment, a solution to the problem, or an explanation of 
NSHC's plans with respect to the user's specific problem. Then the user can 
access the data base and learn that NSMO has received the data and what solu- 
tions or alternatives are available. 

The first data base ie the 
The User Comment Data Base has three purposes. 

Through this data base the user can make 

NSMO accesses the User Co=ent Data 

The second data base (Table 2), called ECIS, consists of information and 
updates pertinent to all active SPR's. When a new SPR is discovered, it is given 
a number and all known information about the SPR (shown in Table 2) is entered 
into the data base in the same manner as in the SPR Log. As the SPR is pro- 
cessed, a temporary fix, if available, and a permanent fix, when determined, 
are added to the SPR in the data base. 
to all active SPRs with their current updates. 

This gives all users siinultaneocs access 

The system is accessible by users through CYBERNET, a national computer net- 
work maintained by Control Data Corporation. 
ECIS are (1) a copy of NASA TM X-72651, (2) a desk-top, interactive computer 
terminal, and (3) a contract wiLlrl Control Data Corporation for computer time 
on the CYBERNET System. 

The resources needed to utilize 

Querying ECIS 

Software support for ECIS is a Data Base Management System called System 
2000. System 2000 manages all definition, accessing, updating, quering, and 
retrieving of information to and from the data base. 
data in a data base as an Element or a Repeating Group. The element consists of 
a name standing for data within the data tables. 
number which are synonymous as can be seen in Table 2. For example, if the user 
wants an output statement which prints SPR number and user name, he types "PRINT 
SPR NlMBER, USER NAME" or "PRINT C1, C2". SPR NUMBER is synonymous with C1 and 
USER NAME is synonymous with C2 in the ECIS data base. 

System 2000 organizes the 

Each element has a name and a 

, 

The Repeating Group (RG) allows elements to take on multiple values. For 
each SPR entered into the data base, there will be only one SPR WlMBER but there 
might be several SUBROUTINE data items entered indicating which subroutines need 
modification. The name used for a Repeating Group is fbr definition only and 

494 



does not  take on da ta  values .  
Repeating Group described as PERMANENT FIXES i s  t o  def ine  PERM FIX IBX, PEW 
FIX CDC, and PERM FIX UNIVAC as elements which may have mul t ip le  values .  

For example, i n  Table 2 t he  only funct ion of the  

ECIS retrieval commands range from the  very simple t o  the  very complex. 
The r e t r i e v a l  conmands are i n  the  form of PRINT (Something), o r  PRINT (Something) 
WHERE (Certain Conditions Exist). 
t r o l l e d  e n t i r e l y  by the  user  through proper d e f i n i t i o n  and order ing used i n  the  
r e t r i e v a l  comaands. 

The quant i ty  and form of the  outpiit is con- 

There are two general  forms of output statement: The f i r s t  is  of t he  form 
PRINT (Pr in t  Clause) and the  second 3s of t h e  form PRINT (Pr in t  Clause) WHERE 
(Condition Clause). 

The p r i n t  c lause  is t h e  s implest  form used i n  obtaining output from t h e  
da t a  base. 
pr inted.  
c lause  each i t e m  wanted and i n  the  order  wanted. 
each i t e m  must be ca l l ed  by its proper name or element number as shown i n  the  
d e f i n i t i o n  of the  ECIS da ta  base i n  Table 2. 
are included i n  the  p r i n t  c?.ause, t he  name must be preceded with a (, BY ENTRY ,) 
operator.  

The p r i n t  c lause  is only a l i s t  of d a t a  base items the  user  wants 
The da ta  can be pr in ted  i n  any order  o r  number by l i s t i n g  i n  the  p r i n t  

The only r e s t r i c t i o n  is  that 

I f  da t a  from Repeating Groups (RG) 

Examples : 

PRINT SPR NUMBER: 
PRlNT SPR NUMBER, USER NAME, SUBROUTINE: 
PRINT C2, SPR NUMBER, C3, LEVEL FOUND: 
PRINT C 1 ,  BY ENTRY, SUBROUTINE: 
PRINT C 1 ,  C3, Cb, C2: 

The condition c lause  can take many forms, such as AND, OR EQUAL (EQ) , NOT 
EQUAL (NE), GREATER THAN (GT), LESS THAN (LT), LESS THAN OR EQUAL, TO (LE), 
GREATER THAN OR EQUAL TO (GE), EXISTS, AND FAILS. 
is included i n  a where clause,  i t  must be preceded by an ENTRY HAS operator .  

I f  da t a  f o r  repeat ing groups 

Examples : 

PRINT SPR NUMBER WHERE SPR NUMBER EQ 395: 
PRINT C1 WHERE C7 EXISTS: 
PRINT C 1  WHERE LEVEL FOUND GE 15.1: 
PRINT USER N.W WHERE SPR. NllMRnR LT 1000 

OR SFR NUMBER GT 200, AND USER NAHE NE 
ROSSER, AND USER ORGANIZATION EXISTS: 

ENTRY HAS MODULE EQ SDR2: 
PRINT C1, BY ENTRY, C34 WHERE C6 FAILS AND 

There are two spec ia l  cases which may be needed by some users:  t he  PRINT 
ENTRY and the  PRINT ?NTRY WHERE (Condition Clause). The PRINT ENTRY command 
w i l l  p r i n t  out t he  entire da ta  base.  
p r in tout .  I f  a l l  of t h i s  information i s  des i red ,  i t  is suggested t h a t  t he  SPR 

This command however w i l l  cause excessive 
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Log be purchased from COSMIC. 
print one or many entire entries with one command. For instance, if one wanted 
the entire entries for all SPR’s submitted by a particular user, he woulr! type: 

The PRINT ENTRY W E R E  commanc can be used to 

PRINT ENTRY WHERE USER NAME EQ WALL, JAMES 

Several sample problems with user entries and system reEponses are given 
in Appendix A. 

POTENTIAL OF ECIS 

The old method of communicating and processing NASTRAN SPR’s is diagramed 
in figure 1. 
documentation (listing, dump, deck, etc.) to NSMO. NSMO then determined what 
caused the inconsistency. 
error, or an SPR. NSMO then responded to the user by mail, possibly with a 
temporary fix. If enough documentation was sent to aid in correcting the error, 
the SPR was forwarded to the maintenance contractor. The maintenance contractor 
then recorded the error in the SPR Log, coded a fix, and implemented the fix 
into a new level of NASTRAN. 

The process began by the user mailing an inconsistency and its 

It may have been a user error, a previously reported 

The disadvantage with this method was that there was no feasible way to 
The rapidly distribute this error information to the entire user community. 

old system for distribution of error information included the NASTRAN Newsletter 
(once every 6 months), the NASTRAN SPR Log (once every 8 months), or a new level 
of NASTRAN (once every 12-24 months). With over 1200 SPR’s and 500 users on the 
mailing list, it was not feasible to mail a copy of the errors or fixes to each 
user as they became available. Thus the time span for receipt of error correc- 
tion information was quite long. Note 
that long periods of time elapsed between the determination of a fix and its 
availability to the user comsunity. 

Minimum times are shown in figure 2. 

The new process for handling NASTRAN SPR’s, with ECIS, is diagramed in 
figure 3. This method differs from the old method in that the user can imme- 
diately determine if the inconsistency is a reported SPR by examining ECIS. 
If it is a retorted SPR and a temporary or permanent fix exists, the user can 
implement the fix into NASTRAN. If the SPR has not beer. reported, the user can 
report the error through ECIS and mail the appropriate documentation to NSMO. 
This way, the entire user connuunity will have knowledge that the error exists. 
This method then proceeds the same as the old method except for one important 
difference. 
it is Mediately put into ECIS and becomes available to the entire user coprmu- 
nity . 

With the new method, any time a temporary or permanent fix is found, 

Once ECIS is accepted by the N A ” R A N  user comunity, the time spans from 
submission of error to receipt of fix are expected to greatly decrease, as shown 
in figure 4. 
a temporary fix in one veek, and a permanent fix in one month. These time spans 
are minimum time spans and are not meant to imply that all SPR’s will be solved 
within this new time frame. 

With ECIS, all users could have knowledge 02 an SPR within one day, 
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This procedure does, however, give a l l  u se r s  inunediate knowledge of t he  

I f  a 
exis tence of a new problem, therefore  e l iminat ing the  t i m e  and e f f o r t  of many 
users  responding t o  an SPR which is a l ready  being worked on o r  solved. 
fix is ava i l ab le ,  t he  user  w i l l  save both t i m e  and camputer cos t  normally spent  
i n  debugging NASTRAN or redesigning the  problem. 
computer t i m e  and manpower is expected when ECIS becomes an i n t e g r a l  p a r t  of 
NASTRAN. 

Thus, s i g n i f i c a n t  savings i n  

STATUS OF ECIS 

ECIS wzs o r i g i n a l l y  c rea ted  by inpu t t ing  a l l  SPR's from the  SPR Log i n t o  the  

Continuing 
da ta  base.  
before  t h e  release of Level 15 of NASTRAN were de le ted  from ECIS. 
e f f o r t s  are being made t o  increase  the  r e a d a b i l i t y  ard e f f i c i ency  of ECIS. New 
SPR's, temporary f i x e s ,  and permanent f i x e s  a r e  f requent ly  being added. The sta- 
t u s  of individual  SPR's is updated a s  t he  SPR is f ixed.  
ment a f i x  t o  a9 SPR is in tegra ted  i n t o  an a rch ive  vers ion  of NASTRAN, t h e  number 
of t h a t  vers ion  is put i n t o  the  LEVEL FIXED component of ECIS. 
v e r i f i e d  as co r rec t ,  t h e  STATUS CODE component f o r  t h a t  SPR is updated t o  FIN 
acd the  f i x  is placed i n  the  PERY FIX components. 
1202 SPR's reported t o  NSMO. The s t a t u s  of ECIS is: 

To reduce s torage  c o s t s  and extraneous material, a l l  SPR's corrected 

\ h e n  the  co le  t o  imple- 

Once t h a t  f i x  is 

A t  p resent ,  t h e r e  have been 

587 SPR'S 
0 25 SPR's with permanent f i x e s  
0 54 SPR's with temporary f i x e s  
0 275 SPR's with  a l e v e l  f ixed  en t ry  
0 164 SPR's with a s t a t u s  code of FIN 
0 30 SPR's c l a s s i f i e d  as previously reported e r r o r s  

C0NCLUT)IMG REMARKS 

By u t i l i z i n g  an organized procedure f o r  s to r ing ,  updating, and r e t r i e v i n g  
l a rge  volumes of da ta ,  an Error Correction Information System (ECIS) has  been 
developed for NASTM. 
information, e r r o r s ,  and e r r o r  cor rec t ions  between the  user  and the  NASTRAN 
Systems Management Off ice;  
top i n t e r a c t i v e  computer terminal .  

This system supports  t h e  two-way t r a n s m i t t a l  of NASTRAN 

ECTS can be accessed by telephone through any desk- 

ECIS shows promise o f  g r e a t l y  reducing the  long t i n e s  t>at  here tofore  have 
been needed to  disseminate e r r o r  co r rec t ion  information t o  the user community. 
Users of ECIS will have a l l  SPR's, user information, and u ida te s  ava i l ab le  on 
demand and f i x e s  w i l l  be i n s t a l l e d  i n  the  ECIS da ta  base as they are devised. 
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APPENDIX A 

SAMPLE PROBLEMS 

1. Problem: P r i n t  all information f o r  a p a r t i c u l a r  SPR. 

Entry: P r i n t  en t ry  where C1 EQ 1190: 

Response: SPR NUMBER = 1190 
USER NAME = WINTER, RON 
USER ORGANIZATION * TENNESSEE EASTMAN 
COMPUTER = IBM 360 
LEVEL FOUND = 15.10 
DATE REPORTED = 04/02/1975 
OPERATING SYSTEM = OCC 
PRIORITY = 2.00 
RIGID FORMAT = 1,0 

1 

I 

SUBROUTINE = SDCOMP 

STATUS CODE = CKC 

ERROR CODE = SOFTWARE ERROR 

DESCRIBE ERROR = SPILL PROBLEM I N  RBMG2 CAUSES SYSTEM 
FAILURE 

2. Problem: Find all SPR's associated with a p a r t i c u l a r  user, 

Entry: P r i n t  SPR number where user  name EQ Walz, Joe: 

Response: SPR NUMBER = 731 
SPR NUMBER - 954 
SPR NUMBER = 978 
SPR NUMBER = 1006 
SPR NUMBER = 1067 
SPR NUMBER = 1068 

3. Problem: Same as example 2 with C values  subs t i t u t ed  f o r  element names. 

Entry: P r i n t  C1 where C2 EQ Walz, Joe: 
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! SAMPLE PROBLEMS (Cont 'd . ) 3 
i I Response: SPR NUMBER = 731 
t SPR NUMBER = 954 
, SPR NUMBER = 978 

SPR NUMBER = 1006 
SPR NUMBER = 1067 
SPR NUMBER = 1068 

Y 
< 

. 

4, Problem: Find a l l  SPR's reported i n  a p a r t i c u l a r  t i m e  frame, 

Entry: P r i n t  SPR Number where C7 GE 01/01/69 and C7 LT 01/01/70: 

Response: SPR NUMBER = 13 
SPR NUMBER = 69 
SPR NUMBER - 115 

5 .  Problem: Find a l l  SPR's reported between two l e v e l s  of NASTRAH. 

Entry: P r i n t  C 1  where C6 CT 15.5 and C6 LT 15.7: 

Response: SPR NUMBER = 528 
SPR NUMBER = 752 
SPR NUMBER = 777 
SPR NUMBER = 870 
SPR NUMBER = 881 
SPR NUMBER = 883 
SPR NUMBER = 884 
SPR NUMBER = 896 
SPR NUMBER = 973 
SPR NUMBER = 986 
SPR NWBER = 987 
SPR NUEfBER = 988 
SPR NUMBER = 989 
SPR NUMBER = 993 
SPR NUMBER = 1007 
SPR NUMBER = 1020 
SPR NUMBER = 1049 
SPR NUMBER = 1065 

6. Problem: P r i n t  t he  SPR number and the  descr ip t ion  of any SPR t h a t  f a i l e d  
i n  a p a r t i c u l a r  subrout ine of a p a r t i c u l a r  module. 

Entry: P r i n t  C1,  by ent ry ,  C34 where en t ry  has  C16 EQ TRHT and en t ry  
L-- uea C18 EQ TRHTU: 
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SAMPLE PROBLEMS ( C o n t  ' d 

R e s p o n s e :  SPR NUMBER = 986 
DESCRIBE ERROR = SEVERAL ERRORS APE L U S E N T  WITH RESPSCT 
DESCRIBE ERROR = TO THE USE OF QVECT CARDS I N  HEAT TRANSFER 
DESCRIBE ERROR = ANALYSIS, 
DESCRIBE ERROR = FOR IDENTICAL BULK DATA, QVECT LOADS ARE 
DESCRIBE ERROR = APPLIED DURING A NON-LINEAR STEAD STATE 
DESCRIBE EhR9R = ANALYSIS, BUT NOT DURING A TRANSIENT RUN. 
SPR NUMBER - 1044 
DESCRIBE ERROR = THIS PRORLEbl RAN SUCCESSFULLY, FOLLOWINC 
DESCRIBE ERROR * WHICH TWO OF THE TEMP CARDS USED TO DEFINE 
DESCRIBE ERROR = SET 500 WERE REMOVED, LEAVING ONLY THE 
DESCRIBE ERROR = TEMPD CARD TO ~JSIP. THE SET. 
SPR NUMBER = 1083 

DESCRIBE ERROR = I N  MODULE TRHT WITH A USER ABEND OF 680. 
DESCRIBE ERRaR * SUBR. TRHlA W A S  TO CONTAIN 3 ERRORS I N  
DESCRIBE ERROR = THE CODE. 

DESCRIBE ERROR = A TRANSIEF TRANSFER PROBLEM STOPPED 

7, P r o b l e m :  P r i n t  the SYR number ,  descr ip t ion ,  and t e m p o r a r y  f i x  fo r  a par- 
t i c u l a r  module t h a t  has a t e m p o r a r y  f i x .  

E n t r y :  P r i n t  C1, by entry,  C34,  by entry,  C36  where entry has C16 EQ 
SMPl and entry has C36  exists: 

R e s p o n s e :  SPR NUMBER - 1001 
DESCRIBE ERROR = AN OMIT CARD W A S  ADDED TO A PREVIOUSLY 
DESCRlBE ERROR = OPERATIONAL TRANSIENT PROBLEM, AND THE 
DESCRIBE ERROR = A B O W  ERROR OCCURRED. 
DESCRIBE TEMP F I X  = ALTER 65,65 
DESCRIBE TEMP F I X  = SMPl HUSET, HKFF,,,/BGO, HKAA,KKOO, 
DESCRIBE TEMP F I X  = HLOO,HUOO,,,,,$ 

8. P r o b i e m :  P r i n t  the  SPR number  and permanent f i x  fo r  a particular moc*,le 
that  has a permanent f ix .  

E n t r y :  P r i n t  C1,  by er. try,  C39 w h e r e  en t ry  has C16 EQ XYTRAN and entry 
has C39 exists: 

, 

R e s p o n s e :  SPR NUMBER = 1 0 7 2  
PERM F I X  CDC = TEST ALTER FOR LEVEL 15.5 
PERM F I X  CW: = CARD *INDENT S1072L79  
PERM F I X  CDC = CARD *INSERT RANDS. 2 2 2  
PERM F I X  CDC = CARD 
PERM FIX CDC = CARD *DELETE RANDS. 2 2 5  
PERM FIX CDC = CARD *COMPLETE RANDS 

LLIST=LLIST-5* (II-ICDONE+l) 
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i SAMPLE PROBLEM (Cont'd.) 

9 .  Problem: Find the number of SPR's nuv in ECIS 

Entry: Tally/all/Cl : 

....................... 
Response: ELEMENT- SPR NUMBER ....................... 

MINIMUM- 13 
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TABLE 1 

DEFINITION OF USER COWWIT DATA BASE 

lm USER NAME 
2. USER ORGANIZATIOI( 
3* DATE 
4. TIE OF DAY 
5;. USER ComucTS (RG) 

6', ComENTS 

8" NSMO 
7* risno C O M ~ N T S  (RG) 
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RECENT IMPROVmENTS TO BANDIT 

Gordon C. Everstine 

Naval Ship Research and Development Cmter 
Bethesda, Maryland 20084 

SUMMARY 

The NASTRAN preprocessor BANDIT, which improves NASTRAN's computer 
efficiency by resequencing grid point labels for reduced matrix bandwidth, 
has been improved by the addition of (1) the Gibbs-Poole-Stockmeyer (GPS) 
algorithm, and (2) the user option to reduce matrix profile rather than 
matrix bandwidth. After describing these program additions, this paper 
shows that, compared to the Cuthill-McKee (CM) algorithm on which BANDIT 
was originally based, GYS is faster and achieves .similar results. 
completeness, BANDIT'S current capabilities and options are summarized. 

For 

BACKGROUND 

The. NA'JTRAN structural analysis computer program (ref. 1, 2 ) ,  as a 
finite element program, assembles matrices which are cormally both symmetric 
and sparsely-populated. The locations of the nonzero terms iri the matrices 
are determined solely by the choice of numbers (labels) assigned to the grid 
points. 
can be reduced if the labels can be chosen iii such a way that the nonzero 
terms cluster tightly about the main diagonal. The NASTRAN user has com- 
plete control over that clustering by his choice of grid point labels and 
his optional use of SEQGP bulk data cards, which efzect an internal grid 
point resequencing for calculation purposes. 

Like most finite element codes, NASTRAN's computer running time 

Soon after NASTRAN became available some five years ago, it was 
apparent that the program user could benefit from an automatic capability 
to perform the resequencicg and generate the SEQGP cards. Indeed, for 
large complex structures or those generated automatically, the job of 
determining a good g r i d  point sequence manually was, at best, tedious and 
of ten very difficult . 

To fill the need for an automatic capability, several NASTPAN pre- 
processor computer programs were developed: BANDIT (refs. 3 ,  4), WAVEFRONT 
(refs. 5-7),  and BANDAID (ref. 8 ) .  (For a general survey of NASTRAN pre- 
processors and postprocessors, see reference 9.) Both BANDIT and BANDAID 
are intended to reduce matrix bandwidth, while WAVEFRONT is intended to 
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reduce matrix wavefront. (These terms are def ined i n  the  next sectl.o.i.! Of 
t hese  preprocessors,  BANDIT and WAVEFRONT appear t o  be the  most popular. 
BANDIT was o r ig ina l ly  based on the  Cuthill-McKee resequencing algorithm 
( r e f .  10).  
authors ,  Levy ( re f .  5 )  and Cook ( re f .  81, respec t ive ly .  These algorithms 
and other6 have been reviewed and compared by C u t h i l l  ( r e f .  11) .  

WAVEFRONT and BANDAID are based on s t r a t e g i e s  developed by t h e i r  

Recently, a new bandwidth and p r o f i l e  reducing algorithm was developed 
by Gibbs, Poole, and Stockmeyer (GPS) ( r e f .  1 2 )  of The College of W i l l i a m  
and Mary. Since t h e i r  t e s t i n g  of it showed it  t o  be both e f f e c t i v e  and 
e f f i c i e n t  ( re f .  13) ,  w e  have incorporated it i n  t he  BANDIT program t o  
supplement the Cuthill-McKee (CM) s t r a t e g y  a l ready  there .  (Actually,  BANDIT 
uses  t h e  so-called reverse  Cuthill-McKee algori thm s ince  i t  w a s  observed 
by George ( re f .  14) and later proved by Liu and Shetman ( r e f .  15) t h a t  
revers ing the  sequence generated by CM can never increase  t h e  p r o f i l e  and 
f requent ly  reduces it. Such a reversal has  no e f f e c t  on the  matrix band- 
width,)  
r e s u l t s .  Unfortuuately,  f o r  a given s t r u c t u r e ,  it is not  poss ib le  t o  p red ic t  
a p r i o r i  which s t r a t e g y  w i l l  y i e l d  t h e  smaller matrix bandwidth o r  p r o f i l e .  
However, s i n c e  excessive resequencing t i m e  has  never been considered t o  be  a 
problem, BANDIT'S cu r ren t  de fau l t  mode of opera t ion  is t o  apply both CM and 
GPS t o  the  s t r u c t u r e  i n  order  t o  ge t  t he  b e t t e r  of t he  tw r e s u l t s .  

I n  general ,  GPS executes f a s t e r  than CM and achieves comparable 

DEFINITIONS 

For the  purposes of t h i s  discussion,  some usefu l  terms w i l l  be defined 
which general ly  follow the  material given i n  C u t h i l l ' s  survey ( r e f .  11) .  

Given a symnetric matr ix  A of order  N, we def ine  a "rw bandwidth" bi 
f o r  row i t o  be t h e  number of columns separa t ing  the  f i r s t  nonzero i n  t h e  
row from the  diagonal.  Al te rna t ive ly ,  bi is  the  d i f f e rence  between i and 
the  column index of t he  f i r s t  nonzero en t ry  of row i of A. 
bandwidth B and p r o f i l e  P are defined a s  

L'hen the  matrix 

i B = m a x b  
ilN 

N 
P =  C bi 

i= 1 

L e t  wi denote the  number of a c t i v e  columns i n  row i. A column j is 
a c t i v e  i n  row i i f  j > i  an& there  i s  a nonzero en t ry  i n  t h a t  column i n  any 
row with index k5i .  Thus, a given column is ac t iva t ed  a t  the  f i r s t  ?onzero 
encountered (reading from top t o  bottom) and remains a c t i v e  u n t i l  t he  
diagonal i s  reached. The matr ix  wavefronL W is then defined as 

i W a m a x w  
iSN 

(3)  
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Since the matrix A is symmetric, 

1 
I 
~ 

i 
I 
t 

N N 
P =  C b i =  C wi 

i=l i-1 
(4) 

Now, for row i, let b denote the columnar distance between the diagonal -i and the last active column in row i. Then 

B = m x b  = m a x %  
i m  iLN 

Since, by definition, 

> 
b+-w i 

for each i, it follows that 

B = m a x b t ~ m a x w  i = W  
isN iSN 

and 
N N 

151 i=l 
> s =  C % -  c w = P  i 

Hence, as a consequence of thesa definitions, the matrix wavefront W 
for a given matrix is less chan the matrix bandwidth B, and the matrix 
pro€ile P is equal to bot ;he sum of the "row bandwidths" and the sum of 
the "row wavef ronts. " 

These definitions are generally wdified slightly by preprocessors such 
Since NASTRAN requires all external resequencing via SEQGP cards as BANDIT. 

to be performed at the grid point level rather than the degree of freedom 
(DOF) level, BANDIT treats each grid point as if it had only one DOF. In 
general, a NASTRAN grid point can have as many as six DOF's. Thus, tu 
convert BANDIT'S values of bandwidth and profile to meaningful approximate 
values for NASTRAN's structural matrices, one must multiply by the average 
number of DOF's per grid point. 

A NEW RESEQUENCING STRATEGY 

The principal recent improvement to BANDIT is the installation of the 
new bandwidth and profile reducing algorithm developed by Gibbs, Poole, hnd 
Stockmeyer (GPS) (refs. 12, 16) of The College of William and Mary. Rather 
than describe how GPS works, we shall instead demonstrate its performance 
on a set of test problems. 
current extent of a growing collection of diversified NASTRAN data decks to be 

The test problems used here constitute the 
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used f o r  t he  t e s t i n g  of resequencing and equation solving algorithms. 
expected t h a t  a complete descr ip t ion  of the  set, including p l o t s  of each 
s t r u c t u r e ,  w i l l  eventual ly  be published. 

It I s  

The results of t h e  resequencing tests are shovn i n  Table 1. In  t h a t  
tab le ,  t h e  following d e f i n i t i o n s  apply: 

N 

M 

B 

P 

T 

Orig. 

CM 

GP S 

number of s r i d  poin ts  (nodes) 

jaximum nodal degree ( i . e . ,  t he  maximum number of nodes 
connected to  any node) 

matr ix  bandwidth ( i n  terms of g r id  po in t s  ra thez  than DOF) 

matrix p r o f i l e  ( i n  tcm.3 of g r id  poin ts )  

t i m e ,  CDC 640C CP seconds 

an o r i g i n a l  value (before rasequencing) of B o r  P 

Cuthill-McKee s t r a t e g y  

Gibbs-Poole-Stockmeyer algorithm 

Decomp. = matrix decomposition 

t 

For each of 20 s t ruc tu res ,  ranging In  s i z e  up t o  2680 griC poin ts ,  the  
Before and a f t e r  g r id  point  l a b e l s  were resequenced using both CM and GPS. 

r e s u l t s  f o r  both bandwidth (B) and p r o f i l e  (P) are shown. Since the  tes t  
c r i t e r i o n  was t o  reduce B r a t h e r  than P ,  t h e  P r e s u l t s  a r e  less s i g n i f i c a n t .  
With CM, a user  choice of p r o f i l e  reduct ion r a t h e r  than bandwidth reduction 
wi 1 1  general ly  give d i f f e r e n t  r e s u l t s  f o r  both P and B. A l l  tests were run 
OIL a CDC 6400 computer with the  SCOPE 3.4.2 operat ing system. Cent ra l  
processor (CP) times are given f o r  both CM and GPS. 

Since some of t he  s t r u c t u r e s  are c l c a r l y  very l a r g e ,  rough estimates of 
the  NASTRAN real, synnnetric, s ingle-precis ion decomposition times on a 
CDC 6400 are given i n  the l a s t  column of Table 1. 
computed using +%e following formula ex t rac ted  from the  NASTRAN subrout ine 
RSPSDC : 

These values  were 

(9) T = TB(n-2b/3)b 2 / 2  + Tp(n-b/2)b 

For decomposition times i n  Table 1, i t  is assumed t h h t  (1) there  a r e  no 
ac t ive  c ~ l u m n s  ( in  thc  NASTRAN sense) ,  (2) no " s p i l l "  occurs,  and (3) t he  
s t r u c t u r e  has  s i x  DOF's  per  node. 
B used is t he  minimum of  t h a t  obtained by CM and GPS. 
T are computer-dependent t i m e  cons tan ts  equal ,  r e spec t ive ly ,  t o  15 psec and 
140 psec f o r  the  CDC 6400. 

Hence n=6N and b=6B, where the  bandwidth 
The cons tas t s  TB hr.d 

P 

I 
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Several conclusions can be drawn from the table: 

I 
I 

1. CM and GPS generaily obtain comparable bandwidth results, 
although occasionally one does significantly better than the other. 

2. GPS is faster than CM. 

. Both CM and GPS are generally fast compared to estimated 
decomposition times. In the absence OE resequencing, the deconpasition 
times would usually be much larger. 

Conclusions 1 and 3 indicate that the user would, in general, benefit 
from having both CM a::: GPS attempt to resequence his structure. 
default mode of operation in BANDIT uses both and delivers t o  the user SEQGP 
cards for the better result. 

Thus, the 

REDUCTION OF MATRIX PROFILE 

The second recent improvement to BANDIT is that the user now has the 
option of selecting matrix profile reduction rather than matrix bandwidth 
reduction. 
NASTRAN Level 15.9 to ietermine whether profile reduction has any 
advantages over band reduction. 
However, based on the close relationship between a matrix’s bandwidth and 
its profile, it seems unlikely that major advantages will result. Indeed, 
in a larger sense, equation solvers which exploit matrix bandwidth, profile, 
3r wavefront can all be classified under the general category of “envelope 
methods” (ref. 15), which ignore only those zeros in a matrix outside a 
particular region of the matrix. 
general sparse methods, which ignore all the z a o s  in a matrix. 

This option was installed primarily to facilitate testing with 

At this writing the question is still open. 

Distinct from the envelope methods are the 

CURRENT BANDIT USAGE 

This section sucrmarizes briefly how a NASTFAN user runs BANDIT and what 
BANDIT’S list of options are. 
BANDIT user has already compiled the program and :las 

It is assumed here that the prospective 
in executable form. 

1 

Versions of BANDIT exist for all computers on which NASTRAN rms: 
CDC 6000, IBM 360/370, UNIVAC 1100, and Honeywell 6000 (ref. 17). 

Input to BANDIT generally consists of a standard NASTRAN data deck (ID 
through ENDDATA) plus one or more special $ cards (which are comments to 
NASTRAN) for supplying various instructions to BANDIT. The minimum BANDIT 
data deck consists of $ option cards, BEGIN BULK, element connection cards, 
and ENDDATA. BANDIT does not use GRID cards. 

I 

I 
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Output from BANDIT cons i s t s  general ly  of pr in ted  output,  punched 
output, and a f i l e  (FORTRAN l og ica l  u n i t  8) containing the  complete input  
deck p lus  any SEQGP cards  generated. 
au toaa t ica l ly ,  is rewound before  B.WDIT execution te--aninates so t h a t  it is 
ready t o  be used as input t o  NASTRAN. 

This  f i l e ,  ubi-h is created 

The cur ren t  vers ion of BANDIT, designated Version 5.1 and dated 
04/28/75, contains i n  its element l i b r a r y  a l l  NASTRAN elements i n  Level 15.5 
p lus  some add i t iona l  elements appearing i n  seve ra l  non-standard vers ions of 
NASTRAN. Multipoint cons t ra in t  (HPC)  cards  are also recognized and 
accounted f o r  i f  t he  user so elects. 

Ins t ruc t ions  from the  user  t o  BANDIT are passed v i a  $ cards  having the  
general  f o r m t  

where the  $ must appear i n  card column 1, and the  f irst  letter of KEYWORD1 
must appear i n  column 2. 
keywords, which can contain no embedded blanks,  must be separated by one 
o r  more blanks, and a t  least two letters of each keyword are required f o r  
recognition by BANDIT. 
comments, they can be l e f t  i n  t he  deck during a NASTRAN run. 

Otherwise, the  format of such cards  is f r e e  f i e l d :  

Since t h e  $ cards are in t e rp re t ed  by NASTRAN as 

The complete list of cur ren t  $ cards is summarized i n  Table 2. Such 
cards  can appear i n  any order  but  must be placed somewhere ahead of BEGIN 
BULK. The cards  defined under Pa r t  B are spec ia l ized  cards  created f o r  
pa r t i cu la r  users  with spec ia l  needs. For most $ cards,  a defau l t  is def iaed 
and denoted i n  Table 2 by underlining. 
$ card is omitted from the deck. 

The de fau l t  app l i e s  whenever the  

For example, r e fe r r ing  tci Tsble 2, if resequex ing  is t o  be performed, 
the  user  i n s e r t s  the  card 

$SEQUElKE YES 

i n t o  the deck anywhere before  the  BEGIN BULK card.  In  most lases, t h i s  is 
the  only 5 card added t o  the deck. 

Although many of the cards  l i s t e d  i n  Table 2 are probably s e l f -  
explanatory, severa l  requi re  add i t iona l  explanation. The $GRID card is  
used t o  declare  an upper bound (preferably least upper bound) on t he  number 
of gr id  points.  The inclusion of t h i s  card is sometimes necessary (and 
never hur t s )  i f  BANDIT'S defaul t  a l l oca t ion  of "open core" t o  var ious t a b l e s  
is inadequate. Generally, t he  de fau l t  is such t h a t  the  maximum nodal degree 
is l imited t o  about 19. (The degree of a node is the  number of other  nodes 
connected t o  it.) Thus, fo r  example, a $CRID card is  required whenever 
so l id  elements a r e  present.  

i 

Sometimes, i n  order t o  induce a c t i v e  columns i n  NASTRAN, the  user  
Such would l i k e  BANDIT t o  ignore connections t o  se lec ted  g r id  points .  
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TABLE 2 - SUHHARY OF BANDIT $ CARDS 

A. For General Use 

$SEQUENCE (NO, - YES) 
$PUNCH (NONE, SEQGP, ALL) 
$CRITERION (BAND, PROFILE) 

$MEEiOD (CM, GPS, BOTH) 

$ W C  (NO, YES) 
$PRINT (HIN, - MAX) 
$GRID N 

SIGNORE Gl,G2,-'- 

Is resequencing to  b e  performed? 

What should b e  punched? 

Wnat should b e  reduced? 

By what method? 

Take MF'C's i n t o  account? 

What p r i n t e d  output?  

Upper bound on number of g r i d s .  

Grid p o i n t s  t o  ignore. 

B. For P a r t i c u l a r  Users 

SNASTRAN (E, YES) 
$INSERT 

$INSERT N 

$LINES N 
$PLUS + 
$CONNECTION (NO, - YES) 
$START Gl,G2, - - - 
$DEGREE N 

NASTRAN to  fol low BANDIT? 

Location of c a r d s  t o  i n s e r t .  

Number and l o c a t i o n  of cards t o  i n s e r t .  

Number of l i n e s  p e r  page. 

User-defined p l u s  s ign .  

Punch connection t a b l e ?  

User-supplied CM s t a r t i n g  nodes. 

Ign.ore nodes of degree exceeding N. 
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p o i n t s  are l i s t e d  on t h e  $IGNORE card and are resequenced l a s t .  

The SWC card  is used to t e l l  BANDIT t o  modify t h e  mat r ix  c o n n e c t i v i t y  
according to  t h e  mul t ipo in t  c o n s t r a l n t s  (MPC's) i n  t h e  deck. I f  t h i s  o p t i o n  
is invoked, a l l  MF'C's p resent  are included,  r e g a r d l e s s  UI any set I D ' S .  
The presence of MPC's creates a dilemma from the  resequencing point-of-view, 
s i n c e  resequencing is always performed a t  t h e  g r i d  p o i n t  l e v e l ,  whereas 
WC's are always appl ied  a t  t h e  DOF l e v e l .  K4NDIT treats MPC's by f i r s t  
genera t ing  a d d i t i o n a l  cannect ions between each independent p o i n t  i l l  t h e  
c o n s t r a i n t  r e l a t i o n  and every o t h e r  po in t  t o  which t h e  dependent po in t  w a s  
p rev ious ly  connected. Second, each dependent p o i n t  is e l imina ted  from t h e  
connection t a b l e .  
p o i n t s  appear i n  MPC r e l a t i o n s  (as, f o r  exampie, with r i g i d  l i n k s ) ,  MPC's 
should h e  taken i n t o  account.  This  g u i d e l i n e  is based on experience wi th  
NASTRAN Level 15.5 and w i l l  probably have to be mcidified wi th  Level 15.9 and 
subsequent v e r s i o n s ,  s i n c e  a new equat ion s o l v e r  h a s  been developed for 
them ( r e f .  18). 

Thus, i f  most or a l l  of t h e  W F ' s  for t h e  dependent 

The SNASTRAN card  w a s  c r e a t e d  f o r  IBM u s e r s  wanting t o  create a s i n g l e  
BANIIT-NASTRAN ca ta loged  procedure i n  which t h e  user  could execute  e i t h e r  
BANDIT or NASTRAN (or both)  and be a h l e  t o  c o n t r o l  t h e  choice with $ c a r d s .  
The YES choice r e s u l t s  i n  a FORTRAN STOP 5 a t  s u c c e s s f u l  te rmina t ion ,  t h u s  
supplying a t e s t a b l e  condi t ion  code t o  t h e  ca ta loged  procedure.  

CONCLUDING REMARKS 

From t h e  tes t  r e s u l t s  presented,  it is clear + h a t  t h e  a d d i t i o n  of t h e  
new resequencing s t r a t e g y  by Gibbs, Poole ,  and Stockmcver g r e a t l y  enhances 
BANDIT'S c a p a b i l i t i e s .  The a d d i t i o n  of t h e  user  o p t i o n  ilc, reduce mat r ix  
p r o f i l e  r a t h e r  than mat r ix  bandwidth i s  a u s e f u l  a d d i t i o n ,  bu t  t e s t i n g  wi th  
NASTRAN Level 15.9 w i l l  be  requi red  t o  d e t e r n i n e  t h e  e x t e n t  of its usefu lness .  
From t h e  NASTRAN u s e r ' s  p o i n t  of view, t h e  r e h v a 9 t  q u e s t i o n  is: 
Levels 15.9 and 16, how should t h e  g r i d  p o i n t  l a b e l s  b e  sequenced? 
t h e s e  v e r s i o n s  become a v a i l a b l e ,  t h i s  ques t ion  K i l l  hopefu l ly  b e  answered by 
t e s t i n g  with band, p r o f i l e ,  and wavefront reducers .  
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NASTRAN THERMAL ANALYZER 

STATUS, EXPERIENCE, AND NEW DEVELOPMENTS 

H. P. Lee 

NASA Goddard Space Flight Center 

SUMMARY 

The unique finite-element-based NASTRAN Therm31 Analyzer 
originally developed at Goddard Space Flight Center is a general- 
purpose heat-transfer analysis capability that has been incor- 
porated into the NASTRAN system in its standard version of 
Level 15.5. The current status, experiences from field applica- 
tions, and new developments are reported herein. 

INTRODUCTION 

The unique finite-element-based NASTFWN Thermal Analyzer 
(GTA) ' s a general-purpose heat-transfer analysis capability that 
has been integrated into the NASTRAN system since its Level 15.5 
version. It is a computer program fully capable of treating 
problems including conduction with convective boundary conditions 
- and radiative exchanges in both steady-state and transient cases. 
NTA (refs. 1 to 3 )  was originated and developed at the Goddard 
Space Flight Center (GSFC) as one of the software products of a 
research program titled STOP (the Structural Thermal Optical 
Program). STOP was designed to advance capabilities in the inter- 
disciplinary areas of heat transfer and structural analysis. Its 
main objectives were to provide greater solution accuracy for 
combined thermal and structural analyses and to eliminate any 
interpolations in intermodel transfer of temperature data. It 
was accomplished by adopting the unified finite-element approach 
for both the thermal and struc:trral anaiyscs; it thus eliminated 
the need to form separate analytical nodels with the concomitant 
requirement for intermodel data transfer. Such a unified approach 
is especia1I.y effective in applications involving spacc telescopes 
and antennas where small thermally induced deflections can cause 
significant degradations in performance. When NASTRAN is reiied 
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upon for structural analysis, including thermal loadings, the 
reliability of the structural solution depends largely on the 
accuracy of the temperature data input. Therefore, the use of 
the GTA ensures a total structural-thermal model compatibility 
and avoids the tedious and time-consuming process of interpola- 
tion and extrapolation if temperature data were otherwise obtained 
by a heat-transfer computer program which is based on the lumped 
nodal method. 

The development of the STA was reported to the Second NASTRAN 
Users Colloquium (ref. 4 )  three years ago when this software was 
implemented and its ISM version was first installed at GSFC (ref. 5). 
Effort has since been spent in the verification of the delivered 
program, debugging and maintaining, application, and new develop- 
ments. Since the HTA was integrated into the NASTRAN system in 
its Level 15.5 version which was made available for general use 
through the NASA software dissemination apparatus, COSMIC, in 
June 1973, frequent inquiries have reached us from various 
sectors. Other government agencies, private industries,and uni- 
versities have requested details concerning the use of this 
program, modelling techniques, thermal analysis in tandem with 
structural analysis, accuracy and efficiency considerations, etc. 
This paper is a partial resptmse to requests such as these and is 
designed to report the cr-;.-.,’ status of the ETA, our experience 
with this computer progi - , ,nd new capabilities that have been 
developed. 

STATUS 

In NASTF:,:J Level 15.5, the GTA is a general-purpose heat- 
trxsfer computer program as opposed to the simple temperature 
a q 3 l y s i P  capability in Level 15.0 which was restricted to linear 
w?ndul’tion problems only. 
correc-:i-ors for coding errors which were detected by GSFC in post- 
r3cIivJc:r:y verification runs. All findings, including possible 
erL’-)r fixes, were reported to the NSMO through SPR’s (Software 
irob>.e:n Reports), and corrections were made by the NASTRAN 
maintenance contract service. In addition, the GSFC NASTRAN 
Levei 15.5 IBM-360 version has been updated continually via an 
in-house effort. Many error corrections and modifications to 
accommodate new capabilities for both RSD work and flight program 
suppcrt were promptly made to satisfy our immediate needs. These 
evolutionary changes were reflected in the program identification 
shown by the last digit following the version labeling 15.5. The 
latest operational version at GSFC is Level 15.5.3. 

This version of the GTA contains 

Although maintaining the NASTRAN system for general users is 
the responsibility of the NSMO, we at GSFC - have assisted NTA users 
whenever they contacted us for advice. NTA users have included 

1 

524 



1 

I I 

1 

I 1 

I 

NASA field installations, othsr Government agencies, private 
industry, and universities. Last March, the NSMO established a 
new service contract, with Universal Analytics, Inc. as the 
subcontracLor to Computer Science Corp., for regular maintenance 
of the ETA. GSFC was reqGested officially by NSMO to be a con- 
sultant and to respond to all inquiries received in relation to 
the ETA. 

APPLICATION EXPERIENCES 

Since the delivery of the IBM-360 NTA to GSFC in June of 1972, 
the system checkout phase has been proceeding. Various types of 
test problems were designed to verify the program apabilities 
and to unearth programming defects. At the end of that year, the 
Colorado Experiment of the OSO-I (OSO-8) was selected as the first 
flight experiment to employ the developed analytical tools of the 
STOP program (ref. 6). Emphasis was placed on securing tempera- 
ture data computed using the NTA. 
GTA especially suitable for the solution of a problem of this 
size and complexity, certain important qmntities such as thermal 
contact resistances and the physical properties of surface coatings 
were analytically indeterminant, and a laboratory test was there- 
fore essential to verify the model. This was achieved by applying 
the boundary conditions of the thermal vacuum test to the basic 
NASTRAN thermal model to obtain predictions for the test results. 
If marked temperatme differences were noted between the predic- 
tions and the measured temperatures, the basic thermal model 
would be adjustea to reflect the couplings which could be calcu- 
lated from the test results. Modifications were continued until 
the predictions matched the measured temperatures, and the modi- 
fied model would then be considered fully verified. This verified 
model could then be used with confidence to develop temperature 
predictions when thermal loads simulating the orbital environment 
were applied. 

While many features made the 

The economic advantage of using this computer program can be 
best expressed by exiunining the computer time expenditures re- 
quired to complete a run. Again, the OSO-I Colorado telescope is 
used as an example. This model consisted of a total of 488 grid 
points. Each steady-state run required 10 mjn. of CPU time and 
12 min. of 1/0 time, while a five-orbit transient solution with 
120 time steps required 2 4  min. of CPU time and 28 min. of 1/0 time. 
It must be emphasized that structurally compat.ible temperature data 
cards were direct outputs included in these indicated computer 
time expenditures. The cost efzectiveness is evident. 

The ETA has since been used to support many scientific instru- 
ment packages for various programs at GSFC, such as IUE (Interna- 
tional Ultraviolet Explorer Satellite), SMM (Solar Maximum 
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Mission) , Thematic Mapper, EUV (Extreme Ultraviolet Experiment) , 
and TDRSS (Tracking and Data Relay Satellite System) antenna. 

Other users who have been in contact with us and are actively 
employing the %TA to solve various heat-transfer problems are 
working on tasks involvirg nuclear reactors, weaponry, computer 
hardware, etc. 

NEW DEVELOPMENTS 

New additions have been developed or are being implemented to 
enhance the capabilities or convenience of the ETA 
smarized as follows: 

and may be 

A. The new capabilities already developd: 

(1) A highly stable explicit integration algorithm 
suitable for the finite-element transient 
application (ref. 7) 

(2) The temperature variance analysis (ref. 9 )  

( 3 )  The plotting of the boundary elements of the HBDY 
type (ref. 8 )  

( 4 )  A modification to the radiative ma-rix to acccmo- 
date the case of radiative exchanges with mixed 
diffuse-specular surface characteristics (ref. 9)  

(5) A modification that condenses the processing 
procedure for large radiation matrices by a factor 
of 40 .  

B. The new capabilities and convenience items currently 
be ing developed : 

(1) The condenaction of a radiatively nonlinear 
finite-element thermal model 

( 2 )  The entry of multiple boundary condition sets in 
one submission for execution (i.e., subcases) 

( 3 )  The ability to input temperature-dependent 
emissivities and absorptivikies 

( 4 )  The one-dimensional thermo-fluid elements 

1 

Although these new capabilities have been develcped for the 
GSFC version only, they can be made available to general users 
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if the NSMO will take up the responsibility of incorporating them 
into future levels of the standard version of NASTRAN. We at 
GSFC are willing to provide assistance in using these new capa- 
bilities as we have been doing for the present version of ETA and 
its associated VIEW program (refs. 10 and 11) (a view factor 
generation computer program totally compatible with the GTA). 

self-contained document using physically meaningful heat transfer 
terminology that would be familiar to general thermal analysts 
who may not have prior experience in any NASTRAN modelling. 
have undertaKen the task of preparing a manual in the tutorial 
style that would consist of the underlying f inite-elemen : theory 
in its heat 'ransfer application, the general structure of the 
ETA, the most commonly used NASTRAN data cards for thermal 
analysis, heavily commented illustrative examples to demonstrate 
various types of modelling techniques for different physical 
problems, etc. The material is an expanded written version of the 
lecture given at GSFC last May and will be made available to any 
interested groups or individuals upon receipt of a written 
request to this author. 

A necessary item for general users of the ETA is a complete, 

We 

REFERENCES 

1. 

2. 

3. 

4. 

5. 

Lee, H. P.: Structural-Thermal-Optical-Program (STOP), 
Paper presented at NASA-GSFC 1970 Science and Technology 
Review, NASA-Goddard Space Flight Center, Jan. 13-14, 1971; 
also appears in: Significant Accompliskents in Technology: 
Goddard Space Flight Center, 1970, NASA SP-295, Washington, 
D.C., pp. 36-40. 

Lee, H. P.: Application of Finite-Element Method in the 
Computation of Temperature with Emphasis on Radiative 
Exchanges, Progress in Astronautics and heronautics, 
Vol. 31--Themal Control and Radiation, MIT Press, 1973, 
pp. 491-520. 

Mason, J. B.: The Solution of Heat Transfer rroblems by the 
Finite Element Method Using NASTRAN, NASA-GSFC, Test and 
Evaluation Div. Rept. X-321-70-97, Greenbelt, Md., 1970. 

Lee, H. P., and Mason, J. B.: NASTRAN Thermal Analyzer: A 
General Purpose Finite-Element Heat Transfer Computer 
Program, The 2nd NASTRAN User's Cclloquium, NASA TM X - 2 6 3 7 ,  
Sept. 1972, pp. 443-454. 

McCormick, C. W.: The NASTRAN User's Manual, NASA SP-222, 
Sept. 1970, Washington, D.C. 

527 

L 



i 

I 

j i 

I 

I 
1 

6.  Lee, H. P., and Jackson, C. 

7. 

8.  

9. 

10. 

11. 

I_ 

E. 3r.: Using the NASTRAN 
Thermal Analyzer to Chulate a Flight Scia-tifie Instrument 
Package, Proceedings cf the 20th Annual Meeting of the 
1nstj.tute of Environmental Sciences, Apr. 1974, pp 152- 
158. 

Baker, A. J., and Manhardt, P. D.: Finite Element Solution 
for Energy Conservation Using a Highly Stable Explicit 
Integration Algorithm, NASA CR-130149, Bell Aerospace 
Company, O c t .  1972. 

Harder, R. L.: N-PST-RAN Variance Analysis and PlotLing of 
HBDY Elements, NASA CR-139007, The MacNeal-Schwendler Corp., 
May 1974. 

Lee, H. P.! and Jackson, C. E. Jr.: Finite-Element Solution 
for a Combined Radiative-Conductive Analysis with Mi, zd 
Diffuse-Specular Surface Characteristicr, AIAA Paper No. 75- 
682,  AIAA 10th Thermophysics Conference, Denver, Colo., 
May 27-29, 1975. 

PucpLnelli, E. F., and Jackson, C. E. Jr.: VIEW: A 
Modification of the RAVFAC View Factor Program for  U s 6  
with NASTRDN Level 15, The 2nd NASTRAK user's Colloquium, 
NASA TM X-2637, Sept. 1972, pp. 4 5 5 - 4 6 3 .  

Jackson, C. E. Jr: Programmer's Manual for VIEW--A 
Modification of the RAVFAC View Factor Program for Use with 
the NASTRAN Thermal Analyzer on IBM-360 Series Computers, 
X-322-73-120, GoddarG Space Flight Center, March 1973. 

J 



1 

I 

I 

1 1 I 

I 

I I 
I 

I 

APPLICATION EXPERIENCES OF NASTRAN THLRMAL ANALYSIS 

IN ENGINEERING 

James Chi-Dim Go 

Computer Sciences Corporation 

ABSTRACT 

This paper summarizes the experiences of the application of the thermal analysis 
phase of NASTRAN in engineering. Some illustrative samples are presented to 
demonstrate the applicability and limitation of NASTRAN thermal analysis capability 
in engineering. The results of the evaluation of the relative efficiency, applicability 
and accuracy among NASTRAN, other finite element programs and finite difference 
programs &re also presented. 

TNT ROl?UCTION 

Prior to the development of the finite slement method, finite difference was one of 
the most practical analysis techniques for engineering thermal problems. Computer 
codes such as HEATING, TAP, etc. were developed and widely used. 
Wilson and others had shown that thermat problems could also be solved by finite 
elemerlt techniques. Subsequently, several finite element thermal analysis computer 
programs were developed; most of these were developed as part of a genera! purpose 
structural analysis code. For example, John Swanson implemented the finite 
element thermal analysis method into his proprietary program ANSYS in 1970 and it 
proved to be extremety poputar among the structural engineers. 

E. L. 

NASTRAN, being one of the most popular general purpose structural analysis 
programs, introduced many thermal analysts to finite element thermal analysis tech- 
niques. Subsequently, the application of finite element thernial analysis method was 
wide!y accepted by engineers and a-rlied scientists. Thi. 3aper summarizes some 
experiences of the applic&tion cf N 
prodems. 

'RAN in the analysis of engineering thermal 
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COMPARISONS OF FINITE DIFFERENCE AND FINITE ELEMENT 
COMPUTER PRCGRAMS 

In assessing the relative merits of finite difference and finite element thermal 
analysia p r o g r a m ,  w e  have to consider computational accuracy, efficiency of input 
prepsration and output interpretation, computer requirements and some other factors. 
Some experiences a re  summarized in this secticn. It should be noted that the informa- 
tion w a s  derived from a limited number of computer runs on currently readily obtain- 
able programs. 

In our evaluation of the accuracies of finite difference and finite element w e  
selected several problems of various sizes and types covering ranges of our practical 
applications. In all cases the desired accuracies were easily obtained by adjusting 
the mesh o r  element sizes. Thus, the accuracy comparison by itself does not indicate 
preference among various finite difference and finite elemm-t computer programs. 

Input preparation comparisons and output interpretation are more difficult to assess 
due to various degrees of familiarity with each of the comput-r codes. However, some 
distinctive advantages of finite element are evident: 

0 subsequent utilization of thermal analysis model for structural analysis 

0 thermal outputs condersion to  structural analysis inputs 

0 program maintenance 

0 mkimizing new users’ learning time by ivnning both thermal and 
stivctural ana!yses in one general purpoee finite element analysis 
program 

Computer reqbirements :omparison is based on central memory, 1/0 and elapsed 
run time. i ’ ~ r  Emall problens,  with two minutes o r  less run time and 140000 (octal) 
o r  less core, the relative efficiencies of the finite difference and finite element pro- 
grams are  not significant. However ,  some problems with run time of f ive  minutes or 
over and reqciving 142000 (octal? core for finite element programs required 300000 
(octal) core and about the same run time for finite difference programs. It seems 
reasonable to project that this difference in core requirement will be widened as the 
problem sizes increase. 
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ADDITIONAL DESIRABLE FEATURES 

In any computer program some additional features become desirable only after 
extensive actual applfcations. Based on our  experiences, the following features would 
be extEmely useful to the NASTRAN thermal analysis users: 

Internal Data Generation: During the course of our application of NASTRAN 
w e  developed several small programs to generate externally some NASTRAN 
input cards. Af ter  extensive application of NASTRAN and other finite element 
programs it has become apparent that internal data generation significantly 
increases users' efficiency. 

Simplification of Radiation Heat Transfer Inputs: The radiation heat transfer 
inpct cards RADMTX and RADLST should be simplified to reduce the input 
data preparation efforts. 

Contour Plot: A simple contour plotting for  stress and temperature would be 
useful for the interpretation of the outputs. 

Addition oi a Heat TransferFluid Flow Element: This element is to be 
defined by two grids, each with only one degree of freedom. It should be  
capable of transfering heat and fluid between the two grids. The heat 
transfer should include the heat conduction within thc fluid and the mass 
transport of the fluid. 

CONCLUDING REMARKS 

Based on our application experience, we have found that the finite element thermal 
analysis code significantly reduced analyst time and, in most cases, required less 
computer resources than finite differexwe codes. Current research and development of 
finite element programs by various groups is far more extensive than that of finite diff- 
erence thermal analysls programs. This will lead to an even greater efficiency of finite 
element thermal analysis programs in the near future. This will  provide another incen- 
tive for the adoption of the k i t e  element method as a s tandad  thermal analysis tool. 
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COMPARISON OF NASTRAN AND MITAS NONLINEAR T H E M  

ANALYSES OF A CONVECTIVELY COOLED STRUCTURE* 

Earl A. Thornton 
Old Dominion University 

and 

Al lan R. M e t i n g  
NASA Langley Research Center 

ABSTRACT 

Comparative steady-state nonlinear thermal analyses o f  a scramjet fue l  
i n jec t i on  s t r u t  are presented. The analyses were performed using the 
NASTWI f i n i  te-element program and MITAS, a 1 umped-parameter thermal 
analyzer. The s t r u t  i s  subjected t o  aerodynamic heating on two sides 
and i s  i n t e r n a l l y  cooled by hydrogen flowing f r o m  in ternal  manifolds 
throl;gh hedt exchangers bonded t o  the primary structure. Based on coolant 
temperatures determined by MITAS, NASTRAN predicted temperature d i s t r i -  
butions throughout the s t r u t  which were i n  close agreement w i th  s im i la r  
MITAS predictions. 

INTRODUCTION 

A research program i s  under way a t  the Langley Research Center t o  
develop an a i  rframe-integrated hydrogen-fueled scramjet (supersonic 
combustion ramjet) concept designed t o  operate over a f l i g h t  Mach number 
range f r o m  4 t o  10. This concept (See f ig.  1) u t i l i z e s  the e n t i r e  
undersurface o f  the a i r c r a f t  t o  process the engine a i r  flow. The 
a i r c r a f t  forebody serves as an extension o f  the engine i n l e t  and 
the.afterbody serves as an extension o f  the engine nozzle. Hydrogen 
fueled scramjets a r e  o f  i n te res t  because no other airbreathing engine can 
match the eff iciency o f  the scramjet above Mach 6 and hydrogen of fers  high 
energy content and cooling capacity along w i th  minimal environmental impact. 
The high cooling capacity o f  the hydrogen can be used t o  cool the engine 
surfaces p r i o r  t o  combustion and thereby accomnodate the extremely t,ost i le 
enviror w t  wnich ex is ts  w i th in  scramjets. 

The NASTRAN analysis port ion o f  t h i s  study was carr ied out by the f i r s t  * 
author a t  the Langley Research Center under support o f  NASA grant number 
NSG 1093 t o  the Old Dominion Universi ty Research Foundation. 
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A preliminary thennal/structural design and analysis s tudy o f  the 
engine has been previously performed to  determine design feasibility, 
coolant requirements, and structural mass estimates (ref. 1).  
the study indicated t h a t  the fuel injection struts presented the mcst 
formidable cooling and structural problems. 
fuel injection struts is currently under way t o  further define cooling 
requirements and thermal/structural behavior. A thermal analyzer based on 
a f inite element formulation is available i n  NASTRAN t o  provide thermal/ 
structur;? andlysis. However, there i; l i t t l e  user experience w i t h  the 
NASTRAN thermal analyzer i n  the analysis of tonvectively cooled structures 
Consequently, as p a r t  of the strut study, an evaluation o f  the NASTRAN 
thermal analyzer capabilities related to  convectively cooled structures 
was undertaken. T h i s  evaluation is achieved through a comparison of results 
w i t h  an established finite-difference lumped-parameter thermal analyzer, 
MITAS (Martin Interactive Thermal Analysis System, ref. 2 ) .  The purpose of 
this paper i s  to  present the results of this comparative evaluation. 

Results of 

A more detailed study of the 

SYMBOLS 

h 

hO 

kO 

k 

R 

L 

4 
T 

X,Y 

2 2 Convective heat transfer coefficient, W/m -K (BTU/ f t  -s-OR) 

Reference convective heat transfer coefficient, W/m -K (BTU/ft  - + O R )  

Thermal conductivity, W/m-K (BTU/ft-s-OR) 

Reference thermal conductivity, W/m-K (BTb/ft-s-OR) 

S t r u t  thickness, 2.74 cm (1.08 i n . )  

S t r u t  chord length, 30.7 cm (12.1 i n . )  

Aerodynamic heating rate, W/m 

Temperature, K ( O R )  

Distances along X- and Y-axes, respectively (or ig in  a t  virtual apex) 

2 2 

2 2 (BTU/ft  -s )  

I 

FUEL INJECTION STRUTS 

The three fuel injection struts (See f ig .  1) resedle highly swept 
airfoils. The side struts are considered i n  the present study because 
their unsymmetrical configuration and loading  lead t o  complex thermal/ 
structural behavior. A chordwise cross section of a side strut i s  shown 
i n  figure 2. The  side struts have a maximum thickness o f  2.74 cm (1.08 i n . ) ,  
chord length of 30.7 cm (12.1 i n . ) ,  a span of 45.7 cm (18 i n . )  and are 
swept back 48'. Each strut  i s  subdivided internally i n t o  four chordwise 
compartoents: the fore-and-aft compartments are coolant inlet and outlet 
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manifolds, respect ive ly ,  and the cent ra l  compartments are fue l  manifolds 
f o r  the s t r u t  t r a i l i n g  edge and wa l l  f ue l  in jec to rs .  (Fuel i n j e c t o r  
d e t a i l s  are no t  shown; see ref .  1). Heat sh ie lds are i n s t a l l e d  i n  a l l  bu t  
the forward compartment, as shown, t o  e l im ina te  d i r e c t  convective heat ing 
from the hydrogen t o  the primary s t ructure.  

Coolant a t  55 K (100"R) i n  the forward mani fo ld  i s  i n jec ted  through a 
s lo t ,  impinges on the leading edge, and s p l i t s  (unequally) t o  f low through 
an o f f s e t - f i n  p l a t e - f i n  heat exchanger (See f i g .  3) which i s  brazed t o  the 
primary s t ructure.  Flow proceeds along each w a l l  t o  the t r a i l i n g  edge where 
i t  i s  co l l ec ted  i n  the a f t  mani fo ld  a t  approximately 890 K (1600"R). 

The s t r u t s  are subjected t o  severe temperature gradients because of non- 
uniform aerodynamic heating and var ia t ions  i n  hydrogen temperatures i n  the 
manifolds. As shown i n  f i q u r e  4 ,  the aerodynamic heat ing i s  d i f fe ren t  f o r  
each side wa l l  and var ies considerably along e i t h e r  wa l l  because of flow 
stagnation a t  the leading edge, boundary-layer-shock in te rac t ions ,  and 
combustion. The thermal conduct iv i t ies  o f  the s t ruc tu re  and the convective 
heat- t ransfer  c o e f f i c i e n t  vary s i g n i f i c a n t l y  wi th temperature as shown i n  
f igure 5, and thus a nonl inear steady-state thermal analysis i s  requi red 
t o  accurately p r e d i c t  s t r u t  temperatures. 
i n t e r n a l l y  t o  h igh hydrogen pressures and must wi thstand a la rge  unbalanced 
s ide loading r e s u l t i n g  from poss ib le  unsymnetrical engine unstart .  

The s t r u t  i s  a lso  subjected 

NASTRAN ANALYSIS 

A two-dimensional filii te-element model o f  a t yp i ca l  chordwise cross 
sect ion was formulated by using a t o t a l  o f  4657 elements. 
was made p r i m a r i l y  t o  g ive an accurate tenperature d i s t r i b u t i o n  throughout 
the s t r u t ,  bu t  an add i t iona l  ob jec t ive  was t o  permit  the same f i n i t e -  
element model t o  be used f o r  both the thermal analysis and a subsequent 
plane s t r a i n  s t r u c t u r a l  analysis. I t  was des i rab le t o  use essen t ia l l y  the 
same models s ince the complex sect ion and loadings requi red f i n e  d e t a i l  t o  
p red ic t  temperature and s t ress d i s t r i b u t i o n s  throughout the s t r u t  cross 
section. 

The d i s c r e t i z a t i o n  

The f in i te-e lement  representat ion o f  conduction and convection heat 
t rans fer  a t  I_ t yp i ca l  w a l l  sect ion i s  shown i n  f i g u r e  6. The NASTRAN CQDMEM 
element was used t o  represent the conduction heat t rans fer  i n  the p r i m r y  
s t ruc tu re  and the aerodynamic sk in  s ince t h i s  i s  the only  NASTRAN quadr i l a te ra l  
element which has heat- t ransfer  capab i l i t y .  Four membrane elements were 
used throuqh the thickness o f  the rimarv s t ruc tu re  Decause i t  was known 
from the pre l iminary study ( re f .  17 tha t  temperature gradients and w a l l  
bending stresses were s ign i f i can t .  Since a nonuniform thermal gradient  
oc::urs across the cool ac t  passage, conduction through the heat exchanger 
f ins was represented by four rod elements i n  ser ies.  A t o t a l  o f  255 sets 
o f  f ou r  rod elements was used t o  represent the conduction through the heat 
exchanger f i n s  f o r  the s t r u t  cross section. 
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Line convection elements (shown i n  f i g .  6 as dashed l i n e s )  were used 
t o  represent the c.onvective heat t rans fer  between the hydrogen i n  the 
manifolds and the primary s t ruc tu re  and between the hydrogen and the wetted 
swfaces i n  the coolant passages. Convection elements were a l so  used t o  
represent the aerodynamic heat ing on the external  skin. 

A bas ic  d i f f i c u l t y  i n  the NASTRAN thermal analys is  arose i n  modeling 
the convective heat t rans fe r  due t o  f l ow  o f  the hydrogen coolant. 
ha5 no d i r e c t  means f o r  modeling heat t rans fe r  due t o  f l u i d  flow. 
i t  was no t  possible by using NASTRAN t o  determine the coolant temperature 
d i s t r i b u t i o n  along the passage. Instead i t  was necessary t o  compute the 
coolant bu lk  temperatures by using the f i n i  te-d i f ference thermal analyzer 
MITAS ( re f .  2). 
using the convective l i n e  element. 

NASTRAN 
Tnus 

These data were suppl ied t o  NASTRAN as a boundary cond i t ion  

S ign i f '  cant charac ter is t i cs  of the NASTRAN thermal f i n i  te-element model 
The model i s  character ized by a l a rge  number o f  nodes are shown i n  t ab le  I. 

and elements. 
purpose FORTRAN programs. The node and convection data were checked p r i o r  
t o  execution bv generating undeformed NASTRAN s t r u c t u r a l  p lo ts .  
does no t  havr 
dumy p l o t t i n g  elements (PLOTEL) were generated t o  represent cowec t ion  
elements. Most  o f  the convection data were checked t h i s  way; huwever, 
i t  would be des i rab le t o  have a d i r e c t  means o f  p l o t t i n g  the convection 
l i n e  elements. 

The data cards f o r  the model were generated by specia l  

l e  c a p a b i l i t y  t o  p l o t  convection l i n e  elements, d u p l i c a u  
Since !' 4STRAN 

TABLE I. CHARACTERISTICS OF NASTRAN FINITE-ELEMENT THERMAL MOCEL 

I tern Number 

Nodes 

Known Temperatures 59 5 

Unknown Temperatures 281 2 

Total  340 7 

Conductors 

Conduction 

Membrane e l  ernen t s  1517 

Rod elements 1026 

Convec ti on 

Surface elements 2114 

Total  4657 
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Before NASTRAN execution, the nodes were resequenced by using a FORTRAN program 
based upon the renumbering a lgor i thm developed i n  reference 3. The NASTRAN 
conduction matr ix  o f  s i ze  2812 had a semi-bandwidth o f  278 f o r  the o r i g i n a l  
numbering scheme. The semi-bandwidth was reduced t o  34 by renumbering of the 
nodes. The PASTWN resequenci ng cards were generated by the renumbering pro- 
gram. The basic NASTRAN data deck wnich consisted o f  about 15000 cards was 
stored on a problem tape and executed by using the NASTRAN r e s t a r t  capab i l i t y .  

Two NASTRAN thermal analyses were performed. F i r s t ,  a l i n e a r  analysis 
was made with constant values f o r  the thermal conduct iv i t ies  and convection 
coef f i c ien ts .  Then, the r e s u l t i n g  temperature d i s t r i b u t i o n  was used as the 
i n i t i a l  estimate f o r  the i t e r a t i v e  nonl inear  NASTRAN thermal analysis. 

M I  TAS ANALY S I S 

The f i n i t e -d i f f e rence  thermal analyzer MITAS i s  used as the basis 
for  the comparative evaluation. 
e l e c t r i c a l - c i r c u i  t analogue o f  the thermal system. I n  t h i s  technique 
the physical  s t ruc tu re  i s  d iv ided i n t o  subvolumes which are assumed t o  
be a t  a temperature corresponding t o  t h e i r  center. 
replaced by a network o f  cmauctors between the centers, o r  nodal po ints ,  
o f  the subvolumes. 
o r  rad ia t i on  heat flow paths. The e l e c t r i c a l  analogue o f  the thermal 
model f o r  a t yp i ca l  sect ion o f  the s t r u t  i s  given i n  f i g u r e  7. 

MITAS uses an equivalent lumpea-parameter 

The physical  system i s  

The conductor may reDresent conduction, convection, 

Although a coarser model f o r  MITAS may have been adequate, a one 
t o  one correspondence between the MITAS nodes and the N A S T W  gr’d 
po ints  was establ ished t o  e l im ina te  discrepancies due t o  d i f ferences i n  
d isc re t i za t ion .  
thermal model are given i n  tab le  11. 
i n  the MITAS analysis compared w i t h  2812 unknown temperatures i n  the NASTWN 
analysis. The add i t iona l  YITAS unknowns are essen t ia l l y  the unknown 
cool ant  temperatures. 

S ign i f i can t  charac ter is t i cs  o f  the MITAS f i n i t e  d i f fe rence 
There were 3106 unknown temperatures 

Data preparat ion f o r  MITAS zansisted of assigning node numbers, 
conductor numbers, and conductance V a l  ues. W i  t h  the MITAS i n te rna l  
generation capab i l i t y ,  98 percent, 82 percent, and 71 percent o f  the nodes, 
conductors, and conhctances, respect ive ly ,  were automat ical ly generated. 
This represents an ove ra l l  automated generation o f  68 percent o f  the 
required i npu t  data. Spat ia l  coordinates are not  i npu t  t o  the MITAS model; 
consequently, p l o t s  o f  the f in i te -d i f fe rence model could no t  be obtained 
f o r  an input  data check. The MITAS deck consisted o f  3200 cards. 
programed as a preprocessor, reads the i npu t  data and incorporates i t  i n t o  
a source program t o  obta in  the requi red so lut ion.  This program was stored 
on a tape t o  y i e l d  a r e s t a r t  c a p a b i l i t y  a t  any po in t  w i t h i n  the so lu t i on  
sequence. 

MITAS, 
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TABLE 11. CHARACTERISTICS OF MITAS THERMAL MODEL 

I tern Number 

Nodes 

Known Temperatures 283 

Unknown Temperatures 31 06 
Tota l  3389 

Conductors 

Conduction 4443 

Convection 

Surface 1862 

F1 u i  d 290 
Tota l  6595 

RESULTS AND DISCUSSIONS 

Comparative NASTRAN dnd MITAS predic ted temperature d i s t r i b u t i o n s  
w i t h i n  the s t r u t  cross sect ion are presented i n  f igures  8 t o  11. 

O f  p a r t i c u l a r  i n t e r e s t  are the temperatures i n  the hydrogen coolant 
and the temperatures along the aerodynamic skin. Accurate p red ic t i on  o f  
the temperature d i s t r i b u t i o n  along the aerodynamic sk in  i s  requi red t o  
p red ic t  the fa t igue l i f e  o f  the heat exchanger. 
d i s t r i b u t i o n s  are shown f o r  the starboard s ide o f  the s t r u t  i n  f i g u r e  8. 
The temperature d i s t r i b u t i o n  i n  the hydrogen coolant was predic ted by 
MITAS and used as i n p u t  t o  NASTRAN. 

the aerodynamic heat ing d i : t r ibut ion shown i n  f i g u r e  4.  
i s  high a t  the leading edge because o f  stagnat ion heating, drops sharply 
w i th  a drop i n  the aerodynamic heat ing and maintains a near ly  uni form 
value up t o  about x/L = 0.5, a f t e r  which the temperature increases r a p i d l y  
w i th  r i s i n g  aerodynamic heat ing f i r s t  due t o  shock-boundary layer  i n t e r a c t i o n  
and then combustion. The sharp r i s e  of the sk in  temperature d t  x /L  = 0.59 
and a t  the t r a i l i n g  edge are l oca l  e f f e c t s  due t o  an absence o f  heat exchanger 
f i n s  which r e s u l t  i n  a reduct ion o f  heat t rans fer  t o  the hydroger coolant. 
Heat exchanger f i n s  were omit ted i n  these regions because o f  poss ib le  
fabr ica t ion  problems. 

P lo ts  o f  these temperature 

The aerodynamic skirr temperature d i s t r i b l i t i o n  ( f i g .  8) b a s i c a l l y  r e f l e c t s  
The sk in  temperatbre 
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The agreement between NASTRAN and MITAS p red ic t ions  f o r  t h i s  temperature 
d i s t r i b u t i o n  i s  very good. Some o f  the temperature values predic ted by the 
two programs shown i n  f i gu re  8 are tabulated i n  t a b l e  111. 

TABLE I I I. COMPARATIVE TEMPERATURE VALUES ALONG STARBOARD 
AERODYNAMIC SKIN 

Temperature (K)  

X/ L NASTRAN MITAS % Di f ference 

0.05 955 951 0.4 

0.1 137 139 1.4 

1 

I 0.2 142 143 0.6 

0.3 148 148 

0.4 154 154 

0.6 165 165 

0.6 30 7 31 8 

0: 7 463 46 5 

0.8 633 650 

0.9 759 7 70 

1 .o 881 887 

0 

0 

0 

3.5 

0.4 

1.7 

1.5 

0.7 

i 5.7 I 1.05 1060 1126 

1 

i The tabulated values i nd i ca te  t h a t  agreement o f  temperatures predic ted 
a t  the stagnat ion p o i n t  i s  exce l len t  and t h a t  the l a rges t  d i f fe rence i n  
the predic ted temperatures, about 6 percent, occurs on the t r a i l i n g  
edge. S im i la r  resu l ts ,  which are no t  shown, were obtained f o r  the  por t -  
s i  de aerodynami c sk i  n. 

O f  add i t iona l  i n t e r e s t  are the temperature gradients i n  the pt-imary 
structure.  I n  the previous study ( r e f .  1)  these gradient  were shown 
t o  introduce c r i t i c a l  leve ls  o f  thermal stresses. Temperature d i s t r i b u t i o n s  
i n  the starboard primary s t ruc tu re  as predic ted by NASTRAN and MITAS 
are shown i n  f i g u r e  9. Predic t ions f o r  the s t ruc tu ra l  temperatures along 
the hydrogen coolant passage and along the manifolds are shown, The 
temperatures i n  the primary s t ruc tu re  r e f l e c t  the hydrogen coolant 
temperdture d i s t r i b u t i o n  and the heat t ransfer  from the hydrogen i n  the 

f 
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internal manifolds. 
structural temperatures basically follow the coolant temperature distribution 
shown in figure 8. On the manifold side the large increase in temperature 
of the structure a t  x /L  = 0.5 i s  due t o  convective heating from the.890 K 
(1600'R) hydrogen i n  the adjacent manifold. 

On the coolant side o f  the primary structure, the 

The agreement between the predicted temperatures i s  excellent. The 
programs calculate almost identical thermal gradients through the primary 
structure including the important reversal in s ign  of the gradien t  which 
occurs across the center bulkhead a t  about x/L = 0.5. The programs also 
show good agreement in calculating local effects such as the ,oca1 peaks and 
valleys in the temperatures along the manifold side of the s t ru t  a t  the 
po'nts of attachment to  the thin interior bulkheads, e.g. a t  x/L = 0.3, 
and the rapid r i se  in temperature a t  x / L  = 0.5. 

Variations of the temperature through the thickness of the strut 
cross s a t i o n  are shown in figures 10 and 11 a t  the forward tind a f t  main 
interior bulkheads. These plots show values of temperature a t  nodes on 
the iicrodynamic skin, the heat exchanger fins,  and on the primary structure. 
Figure 10 shows the temperaiure distribution through the center of the 
forward bulkhead. I t  can be seen tt-at the temperature in the bulkhead a t  
y/R = 0.5 approaches the temperature of the hydrogen in the adjacent 
manifold, a b o u t  S5 K (100"R). 
excellent agreement for a l l  values of y. Figure 11 presents temperature 
distributions a t  the a f t  bulkhead for both the bulkhead and adjacent 
heat shield. The figure shows the effect  of the heat shield on the 
temperatures in the bulkhead and walls of the primary structure. 
the bulkhead i s  heated close t o  the temperature o f  the hydrogen in the 
adjacent rlianifolds (890 K,  1600"R), the heat shield causes a substantial 
drop ir, the temperatures of the walls of the primary structure a t  y / k  = 0.15 
and y/R = 0.75. Values for the temperature: d i  x/L = 0.686 plotted in 
figure 11 are tabulated in table IV. 

NASTRAN and MITAS predictions show 

Although 

The most significant difference in predicted temperature occurs 
on the hedt shield a t  the corners. 
about 14 percent higher than  the NASTRAN model a t  these points. 
discrepancy appears to be attributable t o  differences in the NASTRA:I and 
MITAS models of interior corners of the heat shield. 
shows t h a t  there i s  very good aareement between the two solutions. 

The MITAS model predicts temperatures 

Elsewhere, table IV 

This 

A comparison of computer storage and run x s  f o r  the NASTRAN and 
MITAS nonlinear thermal analyses is presented i n  table V. Both programs 
were executed on the Langley Research Center CDC 6600 computer. NASTRAN 
was executed in a larger f ie ld  length and required less CPU time b u t  
more operating system ca l l s  t h a n  MITAS. By using the LRC cost algorithm, 
these two analyses cost about  the same amount. 
t h a t  a prior additional NASTRAN linear analysis was used to provide an 
in i t ia l  temperature estimate for the t4ASTRAM nonlinear thermal sol1,tion. 
I t  i s  also noteworthy t h a t  MITAS determined temperature values f o r  3106 
unknowns in comparison with 2812 unknowns for NASTRAN. 

I t  should be noted, however, 

As a further point 

1 
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o f  importance i n  the cost comparison, the MITAS so lut ion includes the 
generation o f  a s i g n i f i c a n t  por t ion o f  i t s  input  data. As has been noted, 
the NASTRAN data were prepared by using special purpose programs a t  
addit ional cost. Thus, when a l l  factors are considertd f o r  the cost of a 
thermal analysis only, the MITAS solut ion was more cost ef fect ive.  

TABLE I V ,  COMPARATIVE TEMPERATURE VALUES ON AFT HEAT SHIELD ON 

REAR BULKHEAD 

1 1 
f 
I I 

1 ,  i 

Temperature* K 

y j a  NASTRAN M I  TAS % Difference 

0.023 261 26 1 0 

.038 259 259 0 

.063 266 264 0.7 

.163 369 351 4.9 

,205 696 792 13.8 

.305 773 752 2.8 

.405 778 7 70 1 .o 

.505 782 775 0.9 

.605 776 770 0.8 

.705 766 752 1.8 

.784 69 5 79 2 14.0 

.829 397 400 0.7 

.929 31 4 31 8 1.3 

.9 5.:. 41 9 422 0.8 

.969 443 434 0.2 

i 
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TABLE V. COMPARISON OF NASTRAN AND ',ITAS NONLINEAR THEVAI.  

ANALYSIS COMPUTER RUNS 

[Langley Resewch Center CDC 66001 

~ 

NASTRAN - MITAS 

F i e l d  length (oc ta l  words) 220 000 167 000 

Computer time (CPU seconds) 96 7 1 780 

Operating system c a l l s  28 000 3 300 

Comparative cost  (per  u n i t  cost  ra te )  76.7 64.9 

O f  f u r t h e r  i n t e r e s t  are the r e l a t i v e  mer i ts  o f  tire twa programs f o r  
use i n  a combined thermal /s t ructura l  analysis. I w x n p a t i b i l i t i e s  between 
lumped-parameter programs such as MITAS and s t ruc tu ra  I analysis programs 
such as NASTRAN have been c i t e d  ( r e f .  4) as one refson f o r  development 
o f  NASTRAN thermal analysis capab i l i t y .  There d i d  no t  e x i s t  any incompati- 
b i l i t y  between the MITAS thema l  model and a NASTRAN ~ t r u c t u r a l ~ m o d e l  s ince 
a one-to-one correspondence between nodes was made i n  the devt.':;mnt of the 
MITAS model. Thus, the incompat ib i i i  t y  problem can be avoided by proper 
planning i n  development of the thermal and s t r u c t u r a l  models. O f  major 
importance, however, i s  t h a t  the v e r i f i e d  NASTRAN thermal f in i te-e lement  
model can be used w i t h  on ly  s l i g h t  mGdif icat ion f o r  a subsequent s t r u c t u r a l  
analysis. I f  a MITAS thermal analysis alone was performed, a completely 
new f-inite-element s t ruc tu ra l  model woula nave t o  be generated and ver i f ied .  
This f a c t  must be considered i n  a f i n a l  evaluat ion o f  ccsts f o r  a combined 
thermal /s t ructura l  analysis,  

For the thermal analys'is o f  convect ively cooled s t ruc tu res ,  a s a l i e n t  
f a c t  has already been iioted. MITAS possesses the capab , l i t y  o f  modeling 
the convective heat t rans fe r  i n  the f l u i d  f l o w .  NASTRAN, l eve l  15.5, i s  
l i m i t e d  i n  represent ing heat t rans fe r  because of f l u i d  f'ow as a c o n v x t f v e  
boundary condi t ion.  This r e s t r i c t i o n  o:'fsets the advactages and l i m i t s  the 
usefulness o f  the NASTRAN themd l  analyzer f o r  convect ively cooled s t ructures.  
The i n a b i l i t y  G f  the NASTRAN thermal analyzer t o  mGdel convective heat 
t rans fe r  due t o  f l u i d  f low i s  a lso cha rac te r i s t i c  o f  sorre o ther  genera? 
purpose f i n i  te-element thennal analyzers. 

CONCLUDING REMARKS 

Comparative two-dimensional steady-state r. ; , ( , ear  thermal analyses 
of a scramjet , fuel  i n j e c t i o n  s t r u t  have been performed by using NASTRAN and 

5 42 



1 

I 

1 

MITAS. 
transfer due to f l u i d  flow, a MTAS solution was obtained first.  
MITAS solution provided coolant temperatures which were used as boundary 
conditions for the subsequent NASTRAN analysis as well as temperatures 
throughmt the structure which were used for comparison w i t h  the NASTWN 
sol uti on. 

Since NASTRAN does not possess the capability to represent heat 
The 

Comparison o f  predicted temperature distributions along the aerodynamic 
s k i n ,  heat exchsngew,and primary structure of the b t r u t  showed good to 
excellent agreement. Th i s  close agreement verifies the cayabili t y  of 
NASTRAN to solve a large nonlinear conduction heat-transZer problem w i t h  
convective boundary conditions. The good aqreement also de.onstrates the 
MiTAS capability for performing a corolete thermal analysis of a convectively 
cooicd structure. A final evaluatiov of  the accutacy o f  the NASTRAN solution 
by cmparison w i t h  MITAS m u s t  awiiit the Ievelopment w i t h i n  NASTRAN o f  a 
mean; of representing convective heat transfer due to fluid flow. 

A comparison fJf cozts for the analyses stlowed t h a t  YlTAS was slightly 
less expensive w i t h  ai. ddit ional  advantage o f  automated input da ta  generation 
capability. An advar . ?f the NASTRAN program was the abi l i ty  to generate 
structural plots for bJLd checking purposes. A p a r t  of this advantage was 
nullified by an i n a b i l i t J e  to  plot cortvective boundary elements. 

Since general plrrpose f i n 1  te-element t9ermal analyzers cannot presently 
re, resent convect-fve heat transfer due to  f l u i d  flow there exjsts a basic 
need for developr,,ent o f  this capability. I n  light of current interest  in 
optimization of thermal/structural designs, a means of representing conver'ive 
neat transfer due to fiuid flow would offer potential fQr optimization 
st dies  of cowectively ccoled structures using f ini  te-elenvt  arlalysis. 
'Jnti 1 such mans are developed, thermal/structural analyses of convecti vely 
cooled structures must be performed by using other methods to  determine either 
coolant temperatures or the complete therinal solution prior to a Finite- 
element analysis. 
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E. Spreeuv Peactor Csntrum Nederlaad 

and 

R.J.B. Reelman, Hazemeyer B.V. 

SUMMARY I NASTRAN has been used to solve tv- types of electromagnetic field problems. 
The diffusion equation and the boundhry conditions valid for problems of these 
kinds together with a replacing potential energy function have been given. The 
extent to which an analogy with finite element displacement and temperature 
approaches holds is indicated. The outputting of complex quantities is made 
possible after adjustment of staneard rigid format 1 input data blocks to 
module SDR2. 
in a system of three parallel conductors and the analysis of the magnetic 
field in the vicinity of the points of contact in circuit breakers. 

The applications made involve the study of the proximity effect 

INTRODUCTION 

Obviously the knowledge of electromagnetic field distributions is of prime 
interest in Electric Power Engineering. 
Transient magnetic fields present in conducting materials cause the introduction 
of eddy currents in such materials. Energy losses leading to temperature in- 
creases result from these currents. The most familiar application of magnetic 
fields is in transformers where they determine the modification of current and 
voltage levels. They have also proven to determine the design of advanced types 
of power generators such as fusion reactors and MHD generators. 

I *se and many other reasons explain why the analysis of electrmagnetic 
problems is as important as it is. After finite difference techniques were used 
for these problems or'ginally we now observe more and more interest in finite 
element methods. Among the a plications of finite element techniques the works 
of Chari and Silvester (Ref . P I  I ) , Chari (Ref. 12 I ) , Silvester and Raf inejad 
(Ref. 13 1 )  and Donea et a1 (Ref 141) have to be mentioned. 
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Rather than writing a stand-alone finite element code for the exclusive 
study of electromagietic field problems it was felt worthwhile to investigate 
the applicability of the NASTRAN system. 

When studying the equations and boundary conditions describing the problems 
involved it shows out there are many similarities with the ones NASTRAN is de- 
signed to deal with. The equation of balance valid here is identical to the 
equation of heat balance in solids except for the unknown quantity which is a 
vectorial instearl of a scalar. When considering harmonic oscillations the tran- 
sient term in the equation of balance may be transformed to a stationary one and 
a diffusion equation is obtained. In case the unknown field was a scalar quan- 
tity the solution to the magnetic field problem would be similar to the oqe 
valid for one-group neutron diffusion. 

A NASTRAN solution to the neutron problem is reported in Ref. 151. 
Electromagnetic field problems discussed in the present work mean a class of 
other nonstructural applications of NASTRAN and the approach applied here in 
fact means an extension of the research discussed in this reference. 

FORMULATION OF THE ELECTROMAGNETIC FIELD EQUATIONS 

Electromagnetic problems are described by Maxwell's equations. 
Without going Lnto details these relstions will be restated here for complete- 
ness. 
Placing an electrically conducting body in a harmonically oscillating a-gnetic 
field will cause eddy currents to be introduced in it. The relation between 
B and the electric field E introduced is given by Faraday's law of induction: - 

Current density is Dbtained from O b ' s  law: 

where Q denotes the conductivity. 
These currents generate a magnetic field which interferes with the original 
one. When restricting ourselves to slowly changing systems (f 5 100 Hz) we may 
use the relation: 

where LI stands for the permeability of the conductox. 
We introduce the concepts of the magnetic vector Dotential 
to E by: 

which is related 

- 
B = V x T  ( 4 )  

and the one of the electric potential $I defined by: 
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- 
Eel indicates the electric field present when magnetic influences are omitted. 
By definition 

O.x = 0 ( 6 )  

Moreover 

- J = -  .-+se aK 
at 

where 3 represents the current caused by the electric potential. 
Equations ( I )  ... ( 5 )  can be combined to obtain the diffusion equation 

e 

Since we are dealing with harmonic systems it is favourable to replace x by 
AejWt andTe by Teejut, with j standing for operator K. This will make 
Eq. ( 8 )  read: 

- 

which describes a statlonary rather than a transient state. 
However we have to pay a penalty since we are now dealing with complex quan- 
tity k. 
The boundary conditions valid in most cases are reflective (- = 0) or consist 
of prescribed values of K. For certain types of problems the location of the 
boundary may not be clearly established and is in fact situated at infinite 
distance from the area of interest. Moreover we have to meet the requirement 
that eddy currents should not give any contribution to the total current. This 
means the eddy current density integrated over the volume V van'shes, i.e. 

ax 
an 

Jx dV = 0 
v 

The solution of Eq. (9) i s  obtained by solving the equivalent variational 
problem, i,e. by imposing the requirement of the relevant energy func- 
tional P to be stationary. 

When contrasting.the first term cf this functional with the thermal potential 
function it shows out to the neglect of a constant factor this term contains 
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the thermal potential function. Moreover when omitting a cocstant factor the 
capacitive energy function is implied in it. 
This indlcates electromagnetic field problems may be computed using finite 
element heat conduction computer programs at least modified in such a sense that 
the heat capacity matrix is added to the heat condwtion matrix. Alternatively 
finite element structural mechanics codes with provisions to account for aniso- 
tropic material properties may be used. Specification of particular material 
properties and addition of the mass (or damping) matrix to the stiffness matrix 
is required in enabling the application of this alternative approach. 

THREE PHASE W S  BAR SYSTEM 

As a first example on how NASTRAN can be applied to deal with these prob- 
lems we will discuss the interaction of electromagnetic fields in a system of 
three parallel conductors carrying alternating currents with mutual phase lags 

equal to 3. 
For this type of problem the following assumptions are valid: 

2* 

1)  The magnetic vector potential and the source current densities in the bars 
have only components in the longitudinal direction of the system. They are 
illvariant with this direction and vary sinusoidally with time, so the prob- 
lem is essentially two-dimensional. 

2) The fields are assumed quasi-stationar), so that displacement currents may 
be neglected. 

3)  Hysteresis, magnetic saturation and temperature effects of resistivity are 
negligible. 

Because of the first of these assumptions and 7 may be considered to be 
scalars. At infinite distance around the system this quantity vanishes and in 
order to apply this boundary condition properly it seems desirable to make use 
of something like the apparently contradictory concept of infinite finite el- 
ements recently introduced by P. Bettes, University of Wales. The lack of this 
type of elements can be overcome by restricting ourselves to a usual finite mesh 
(Fig. 1 1  1 )  and diminishing of the results with a certain quantity, resulting from 
Eq. (IO). 
The phase lagged volumetric quantity uTe present in Eq. (9) is composed of three 
sets; one for each of the bars. Since the unknown is a scalar quantity and since 
in the displacement approach volumetric loading (GRAV bulk data cards) can nei- 
ther be computed to obtain complex quantities nor be varied over subcases it is 
appropriate to use the HASTRAN heat conduction capability where we can use QVOL 
cards. Complex values of volumetric heat generation rate cannot be Specified. 
This deficiency can be overcome by stepwise generation of the electromagnetic 
load in three different subcases and subsequent phase lagged superposition of 
the load vectors, making use of complex multiplication factors specified in the 
parameter section of DMAP module ADD. 
The load vectors have to be computed separately instead of being appended. 
This can be accomplished by specification of different single point constraints 
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for each of the individual subcases. Therefore an SPOINT has been introduced 
with three differing prescribed values. 
In order to determine the solution at the right level the subsidiary condition 
(Eq. 10) has to be applied. This means all elements of the solution vector (u,) 
have to be subtracted by its mean value: 

where S stands for the cross-sectional surface of the conductors. This multipli- 
cation factor is computed from: 

with (Ig} denoting a vector of order g with all elements equal to 1. 

Since SPR's 458 and 483  have not yet been corrected in Level 15.5 of NASTRAN 
module ADD is unable to add complex input matrices. Consequently, at present the 
subtraction mentioned has to be performed either by hand or in a stand-alone 
program. For the same reason the computation of the current density can not be 
done in NASTRAN. 
Special care has to be taken that complex quantities are output from module 
SDR2. This requires reformatting of some of its input data blocks. In order to 
accomplish this a dummy table of eigenvectors CLAMA has been specified on DTI 
bulk data cards. A dummy EIGC card was used in order to have IFP create a 
DYNAMICS data block. Moreover modules CASE and DPD were introduced to provide 
CASEXX, EQDYN and SILD required to make SDR2 print complex eigenvectors. For the 
purpose of this application this means the printing of complex nodal vector po- 
tential values. The rigid fmmat Alter resulting from these modifications i.s 
given in Appendix I. 

The range of parameters used for the computation of x reads as follows: 
specific conductivity = 3 . 7 1 0 ~  Ohm'' m-' 

permeability 

electrical current density 

P = 4x1 p-7 Henry mel 
Je = 8.711 A m-2 

angular frequency w = 314 .16  rad. sec'l 

RMS of total current through each 
conductor J - 1500 A 

cross-sectional surface of one 

The distribution of the current density '5 derived from A demonstrates the large 
impact on the uniform distribution due to the presence of the magnetic field. 
This phenomenon is called the proximity effect. 
For cross-sectional surface S and specific electric conductivity c the heat pro- 
duction per unit length is computed from 

conductor s - 172210-5 m3 
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Obviously, for any fixed net current through the system, the minimum value of Q 

The economy of the conducting system is determiced by the ratio of q over sin, 
which is called the resistance ratio. Q cannot be computed in the DMQ 
sequence since SPR's 458 and 483 prohibit th? derivation of 7 (Eq. 7). A stand- 
alone calculation of Q is simplified when making ,.;? of 

is obtained when 7 is uniformly distributed. 

referred to in the ALTER packet. 
To the neglect of Je the heat production Q* can be computed from 

* T  
g g 

with {u 1 standing for the transposed complex conjugate of {u 1 .  

For the present configuration the resistance ratio was found to be 2.4. 

U G N E T I C  FIELDS IN CIRCUIT BREAKERS 

One of the aspects La be taken into iccount in the design of circuit 
breakers is the phenomenon of electrical discharge. 
The occurrerxe of this phenomenon depends on the amplitude and phase angle of 
the magnetic field present in the neighbourhood of the contact.. The magnetic 
field is studied in an arrangement of two parallel circular disks situated at 
the center of a Helmholtz configuration (Fig. 121). 
identical coils with mutual diF':ance equal to their diameter is known for the 
uniformity of the magnetic field that can be generated in it. 

This assembly of two 

In contrast to the first application where we determined x, this time the 
interest is in curl K (Eq. 4 )  which is obtained from linear combinations of its 
derivatives, 
There is an analogy with the derivation of stresjes from d;sp?ixen;ects and since 
the problem is essentially two-dimensional the choice for solid ring elements is 
obvious. However according to SPR 933 complex ,stresses cannot be derived f o r  
these types of elements. That is why the use of three-dimensional elements may 
be considered. 
A is no longer unidirectional and Eq. (9) in fact consists of two independent 
equations, one for each of the components of x, Since no relation between these 
compone1.t~ exists the equations can be solved in two subcases using the dis- 
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placement approach. This requires that E = G and v = 0 such that the stress- 
strain matrix transforms into the identity matrix multiplied Sy a constant. 
This stress-strain relation implies the material is anisotropic. It can bc, 
specified on MAT1 bulk data cards while for solid elements the material axes 
to which it refers are the axes of the basic coordinate system. 

For the first subcase deR;ees of freedom 2 thru 6 of all grid points are con- 

strained. This bSans the 3 data of subcase 1 will denote E 2, a A  T = E 2 and 
X ax zx aA 

T 

the third at all grid points stress data az contain E 3, T 
T 

be obtained. The first component c f  rot is found t o  be T given in the secvnd 
subcase. The second componmt is represented by the T 

SUBCOM in which SUBCASE 1 data are subtracted from SUBCASE 2 .  The thi,d compo- 
nent is the negative value of T 
Unfortunately the SUBCOM results were erroneous which is presumably due to a.iy 
of the SPR's mentioned before. As a conseqbence the subtraction of results has 
to be performed separately. Attempts to output complex stresses via OFP lead to 
PAKUNPK errors when more than one subcase is involved. 
T 

= E 2. When in the second subcase constraining all degrees of freedom but 
3 A 7  = E ;y and XY 3Y 

zx ax 

YZ aA = E 3. TJ the neglect of constant E the components of (Eq. 4 )  can rlow 

YZ 
data obtained from a ZX 

output for the first subcase. 
XY 

Conseqcently T~~ and 
are obtained from a printcut of table OESI. 

The ALTER packet required for this class of applications is a simplification 
XY 

of the one given in Appendix I. The modifications made to it appear from the 
following: 

The FILE instruction is removed, 
Since the displacement approach is used the SM:! instruction i s  the one 
standard in rigid format 1 .  
The part related tu multiplication and addition of load vectors is deleted. 
The ;nstructions dealing with the computation of quantities required for 
heat Droduction calculation are no longer appropriate. 
The standard rigid fcrz.;: ! call f o r  SDR? may be used but CiESI has  to he 
printed out. 

The resulting packet is given in Appendix 11. 

CONCLUDING REMARKS 

Electromagnetic field calcblations mean an area of relatively ne.. finite 
element applications. Since the development of a production program b a s e d  on 
finite element techniques h:s shown out to be an extensive task, t h o s e  inter- 
ested in these calculations are advised to verify to which extent thev c a n  reap 
the fruits of what has already been accomplished in structural analysis. The 
convenient way of programming offered in the DMAP language and the large number 
of available featuces such as Zheckpointing, direct matrix and table inpdt, 
parameter operations and plotting facilities makes consideration of NASTKAN 
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application worthwhile. Since many of the problems dealt with in electromagnetic 
field analysis are axisynunetric it is felt desirable to increase the 1.0 prior- 
ity status of SPR 933. 
Moreover fixes of SPR's 458 and 483 will allow for proper execution of modules 
ADD, ADDS and MPYAD when processing complex input matrices. Proper accounting for 
the boundary conditions and the capability of determination of quantities derived 
from the magnetic vector potential will be enabled by these corrections. 
It is hoped the present work demonstrates the usefulness of NASTRAN in this area 
of engineering and will lead to the increasing number of non-structural applica- 
tions it deserves. 
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APPENDIX I 
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APPENDIX I - C o n c l u d e d  
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N75 31520 - -  
THE AUTOMATED MULTI-STAGE SUBSTRUCTURING 

SYSTEM FOR NASTW 

E. I. Field,  D. N. Herting, 
D. L.  Herendeen and R. L. Hoesly 

Universal  Analyt ics ,  Inc.  
Playa d e l  Rey, Ca l i fo rn ia  

SUMMARY 

The new subs t ruc tur ing  capab i l i t y  developed f o r  eventual i n s t a l l a t i o n  i n  
Level 16 i s  now operat ional  i n  a test vers ion  of NASTRAh'. 
sumnarized. These include the  user-oriented, Case Control type cont ro l  language, 
the  automated multi-stage matrix p o c e s s i n g ,  t he  .independent d i r e c t  access  da t a  
s torage  f a c i l i t i e s  and the  s t a t i c  and normal modes so lu t ion  c a p a b i l i t i e s .  
complete problem ana lys i s  sequence is presented with card-by-card descr ip t ion  
of t he  user  input.  

Its fea tu res  are 

A 

INTRODI",TION 

One of tcle most desired 'yprovements i n  NASTRAN has been t h e  capab i l i t y  f o r  
automated, multiple-stage subs t ruc tur ing  ana lys i s .  
reduces the d i f f i c u l t y  of analyzing l a r g e  and cmplex  s t r u c t u r e s  by dividing 
the ana lys i s  i n t o  small, more manageable tasks .  Substructuring is a log ica l  
extension of t he  bas i c  f i n i t e  e iement  method i t s e l f .  
substructure  is but  a complex, f i n i t e  p a r t  of t he  whole. This concept is 
easily extended t o  include the  idea or combining subs t ruc tures  which are 
themselves combinations of componer: subs t ruc tures .  Th!s process i s  ca l l ed  
multi-stage substructur ing.  

The subs t ruc tur ing  method 

That is, each component 

The complex computational tasks  of i den t i fy ing  the  cha rac t e r i s z i c s  of each 
component, j o in ing  these  components t o  form t h e  f i n a l  f u l l  model, and manag- 
ing  the  associated da ta  involve sophis t ica te?  computer program requi reaents  
beyond the  ex i s t ing  scope of NASTRAN. 
provides the  bas i c  t o o l s  needed t o  perform simple subs t ruc tur ing  analyses,  the  
use of these c a p a b i l i t i e s  requi res  s i g n i f i c a n t  experience and extensive i n t e r -  
vention on the  ?art of t he  user .  Therefore, a new approach was proposed by 
Universal  Analytics,  Inc.  
Management Off ice  (NSMO) t o  a t e m  of p o t e n t i a l  major aerospace users f o r  t h e i r  
review 3nd qua l i f i ca t ion  t o  asscre the  v i a b i l i t y  and u t i l i t y  of t h e  concepts 
proposed. 
est ab l ished:  

Although t h e  NASTRAN program cur ren t ly  

This approach w a s  presented by the  NASTRAN Systems 

Based on t h e i r  review, the  following f i n a l  design cri teria were 

1. Analysis of l a rge  problems with a f a c i l i t y  f o r  unlimlted multi-stage 
combinat ions  of subs t ruc tures  . 
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2. 

3. 

4. 

5. 

6. 

7. 

1 I 

Performance of both s t a t i c  and normal mode analyses (Rigid Formats 1, 2, 
and 3) at  any s tage  of substructure combination with f l e x i b i l i t y  f o r  ex- 
tension at a later date t o  other Rigid Formats. 

Execution on a l l  three of t he  main frame computers on which NASTR4N is 
currently maintained (IBM, UNIVAC, CDC). 

E l i d n a t i o n  of a l l  a rb i t r a ry  r e s t r i c t ions  on the sequencing of gr id  points 
and on the  use of coordinate systems i n  defining the bas ic  subbauctures.  

Repeated application of the same bas ic  substructure da ta  f o r  i den t i ca l  o r  
symmetrical subcomponents of a model without redefinit ion of t ha t  model. 

Couammication of substructuring da ta  between any two of the  three main frame 
computers. 

Simple user control by the  novice while retaining ex is t ing  NASTRAN flexi- 
b i l i t i e s  f o r  the  expert. 

Each of these c r i t e r i a  was m e t  with a minimum of machine-dependent program- 
ming using the following basic design features: 

1. 

2. 

3. 

4. 

A bulk storage d i r ec t  access f i l e ,  independent of the standard NASTRAN f i l e  
s t ruc ture ,  was established f o r  the  Substructure Operating F i l e  (S0F) f o r  
s tor ing  a l l  substructuring matrix and control da ta  between each phase of 
processiag. 

A Master Data Index (MDI) f i l e ,  a l so  stored on the SgF, was designed t o  
provide ident i f ica t ion  and control Over a l l  data sets on the SQF. 
connected tree s+ w t u r e  was selected to  define a l l  substructure component 
relationships provide unique trace-back f a c i l i t i e s  f o r  r e t r i e v a l  of 
solution data a t  the  bas ic  substructure level.  

A simply 

A substructure Control Deck system of commands, using l i n g u i s t i c  constructs, 
patterned a f t e r  the  current C a s e  Control Deck, w a s  developed fo r  simp- Ae con- 
t r o l  over a l l  s t eps  of t he  analysis. 
is automatically translated during execution in to  a set of DMAP ins t ruc t ions  
which are inserted as alters t o  the  requested Rigid Format. 

To provide t h i s  feature,  each couimand 

New Bulk D a L a  Card optior- were provided so tha t  a l l  references t o  data 
contain only or ig ina l  basic substructure names and grid point i den t i f i e r s .  

The following sections provide an overview of hcw the systemwas implemented. 
The key user  features a r e  discussed and tables are included which list the substruc- 
turing commands and the  Bulk Data options. 
simple problem Is i l l u s t r a t e d  in the appendix w i t h  a f u l l  card-by-card description 
of t h e  inpu t .  

A complete analysis sequence for a 
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DESIGN SPEC1 FI CATIONS 

I 1 

The specifications that were developed acco.:Jing to the criteria outlined 
above for implementing multi-stage substruc:uA-?: g into NASTRAN were based on a 
fully automated processing procedure. 
approach already available in NASTRAN was di,c.irded to avoid: 1) the inherent 
requirement for user involvement in detail f i l r  maintenance, vector definition 
and matrix manipulations, 
the substructures, and 3) the necessity of being an expert in NASTRAN to use 
this approach. 
implemented first in a Level 15.5 of NASTi'XN, if was designed to minimize the 
effort of incorporation into Level 16. 

The alt+,-native of enhancing the DMAP 

2) the overly const.vLcting limitations on modeling of 

Though the test system for the fully automated approach was 

The basic theory for the substructu:-ing met iod is well known. The details 
of that theory to define each of the proctssing steps in NASTRAN need not be re- 
viewed here. Substructure processing includes building the matrices for each of 
the basic substructures, defining the coordinate and matrix transformations 
needed for connecting two or more rotated, translated, or reflected component 
substructures, performing matrix reduction and solution, and computing the inverse 
transformations to recover solution results at any stage or' the analysis. NASTRAN 
already provides a full set of modeling tools to generate the basic substructure 
matrices. 
generating modules vir the DMAP instruction :;et. 
de- lop the substructuring modules required :o provide: 

It also provides most of the elementary matrix processing and output 
The principal tasks were to 

1. User control capabilities. 

2. Data management features to maintain a Substructure Jperating File (SQF) 
for storage and retrieval of substructurisg data. 

3. Program control for the execution of matrix operations requested by 
the user. 

The user facilities provided b; the new system are summarizrd below, followed 
by an overview of the S@F file maintenance utilities and of thc rwthods used to 
control NASTRAN for automated substructuring. 

USER CONTROL CAPABI LLTIES 

A substructure analysis is performed in th :e phases. In Phase 1, the "basic 
substructures" are generated using the exist'ig NkSTRAN modeling data card input 
for elements, grid points, and constrainte, etc. In Phase 2 various basic eub- 
structures may be "combined" and/or "redt:ed" in several s &eps to produce a "soh- 
t!.on structure". 
covery of solution data for any previously defined !eve1 of substructure combina- 
tion. In Phase 3, the basic Phase 1 processinp I s  restarted using the check- 
pointed data or by resubmitting the original irput data to obtain detailed 
displacement, force, and stress output Tor ,.l.at basic substructure. 

Phase 2 also includes solution processing as well as the re- 
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Each phase is  run as a separa te  job step.  Though the user may request a l l  
Phase 2 s t e p s  be performed i n  one execution, he w i l l  usual ly  e l e c t  t o  subdivide 
the Phase 2 processing i n t o  several runs with each execution spanning me o r  
more s teps .  
r e su l t s .  

This allows f o r  examination and checkout of the  intermediate  
This approach o f f e r s  t he  following advante,es: 

1. 

2. 

3. 

4. 

5 .  

Each component model of t h e  ove ra l l  s t r u c t u r e  (e.g., wing, fuselage,  
engine nace l les ,  landing gear,  etc.) m y  be developed independently, 
even by separa te  cont rac tors  and on separa te  computer hardware systems. 

Larger component subs t ruc tures  may themselves be assembled from ye t  
smaller component subs t ruc tures  f o r  multi-stage subs t ruc ture  analyses. 

Each compcnent subs t ruc ture  may be va l ida ted  independently, p lo t t ed  and 
analyzed p r i o r  ' t o  assembly and so lu t ion  of t he  in tegra ted  dhole model. 

Changes due t o  e r ro r s ,  model modifications,  and/or design a l t e r a t i o n s  
may be e f fec t ed  f o r  any bas i c  subs t ruc ture  and re in tegra ted  i n t o  the  
ove ra l l  s t r u c t u r e  a t  a m i n i m  cos t .  

V i a  matrix reduction of the  s t i f f n e s s  and mass matrices of neighboring 
substructures ,  t h e i r  i n t e rac t ion  e f f e c t s  on any given component can be 
economically included i n  the  separa te  ana lys i s  of t h a t  p a r t i c u l a r  
component. 

The user  exercises  cont ro l  over the substructure  operat ions v i a  the "Sub- 
s t ruc tu re  Control Deck" which contains a set of commands f o r  d i r ec t ing  the  bas ic  
operations i n  each phase of the ana lys i s .  A summary of these commands and t h e i r  
associated subcommands is given i n  Table 1. 
transformations, connec t iv i t ies ,  boundaries, cons t ra in ts ,  etc.,  are input  by the  
user via the new Bulk Data cards,  sumar ized  i n  Table 2.  
Substructure Control Deck opt ions provided f u l l  cont ro l  over each s t e p  i n  the  
analysis ,  s e l e c t i v e  output a t  each s t ep ,  ample v i s i b i l i t y  i n t o  the contents of 
the S0F f i l e ,  and simple management f a c i l i t i e s  t o  con t ro l  the  ;torage, purging, 
and r e t r i e v a l  of SQF data  f i l e s .  
f o r  a simple problem is r-sented i n  the  apptiadix t o  i l l u s t r a t e  t he  convenience 
and s impl ic i ty  of the  L- 

The de ta i l ed  da t a  f o r  def ining 

As can be seen the  

A de ta i lQa  card-by-card descr ip t ion  of the  input 

Each command uses terminology r e l a t ed  t o  the operation performed. The primary 
operations of REDUCE, a M B I N E ,  SQLVE, and i?.EC@VER can be requested i n  any order  
desired by the  user.  The user  is rel ieved t f  the  tedious and error-prone tasks  
involved i n  keeping t rack  of the  matr ices ,  pa r t i t i on ing  vectors ,  i n t e r n a l  number- 
ing sequences, and d e t a i l s  of the  coordinate geometries, etc. Connections of 
component substructures  may be found automatically o r  they may be spec i f ied  
manually. 
lenced t o  one component subs t iuc ture  and ro ta ted ,  t r ans l a t ed ,  o r  r e f l ec t ed  i n t o  
t h e i r  respect ive pos i t ions  i n  the  f i n a l  model. Undeformed p l o t s  may be requezted 
at  any s tep .  I f  severe  e r ro r s  are detected,  input checking on the remaining 
s teps  is performed and the time consuming matrix operations a r e  skipped. 

The component subs t ruc tures  which occur repeatedly may a l l  be equiva- 
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'TArJLE 1. SUMMARY OF SUBSTRUCTURE COMMANDS 

A. Phase and Mode Control 

SUBSTRUCTURE 

BPT10NS 
RUN 

ENDSUSS a 

- Defines execution phase (1, 2. o r  3) (Required) 

- Defines matr ix options (K. H, o r  P) 

- .L imits rode o f  execution (DRY, a. DRYGB, STEP) 

- Terminates Substructure Control Deck (Required) 

B. Substructure Operations 

C0MB I NE - Combines sets o f  substructures 

- Names the resu l t ing  substructure - L imi ts  distance between automatical ly connected gr ids  - Defines sets f o r  manually connected gr ids  and releases 

- Defines transtannations for named component substructures 

NAME 
TfJLERANCc 
CDNNECT 
PUTPUT - Specifies optional output resu l ts  
C0MP0NENT - Iden t i f i es  covponent substructure f o r  special processing 
TRANSFBRM 
SYMTRANSFBRM - Specifies s m d r y  tranrfonnation 
SEARCH 

EqUIV 

REDUCE 
PREFIX" 

NAME* 
BBUNDARY* 
BUTPUT 

S0LVE 

RECOVER 
SAVE 
PRINT 

BREWER 

SPL0T 

C. SfJF Controls 

S0F # 
PASSW0tID 

S0F0UT o r  S0FIN 
P0SITIBN 
NAMES 
ITEMS 

SFPRINT 

DUMP 
RESTDRE 
CHECK 
DELETE 

EDIT 
DESTRPY 

- Limits search f o r  automatic connects 

- Creates a new equivalent substructure 

- Pre f ix  t o  rename equivalenced lower leve l  substructures 

- Reduces substructure matrices 
- Names the resu l t ing  substructure 
- Defines se t  of retained degrees OF freedom 
- Specifies optional output requests 

- I n i t i a t e s  substructure so lu t i cn  ( s ta t i cs  o r  n o m 1  nodes) 
- Recovers Phase 2 so lu t ion  data 

- Stores so lu t ion  data on SBF - Stores so lu t ion  and pr',nts data requested 

- Basic substructure data recovery, Phase 3 
- I n i t i a t e s  substructure undefomed p l o t s  

- Assigns physical f i l e s  f o r  storage o f  the SDF (Required) 

- Protects and insures access t o  correct  f i l e  

- Copies SDF data t o  o r  f rom an external f i l e  

- Specifies i n i t i a l  posi t ion o f  inuut f i l e  - Specif ies substructure nave used f o r  input - Specifies data items t o  be copied i n  

- Pr in ts  selected i t e m s  from the SPF 
- Dumps en t i re  SOF to  a backup f i l e  
- Restores en t i re  SBF from a previous DUEP operation 

- Checks contents o f  external f i ? e  created by SOFBUT 

- Edits out selected qroups o f  items f r o m  the SJF 
- Edits out selected groups o f  i tems from the SaF 
- Destroys 

the substructures o f  which i t  i s  a cmponent 
data f o r  a named substructure and a l l  

- 
Y k n d i t o r y  Control Cards Required Subcornnand 
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TABLE 2. SL'BSTRUCTURE SULK DATA 0 SUMMARY 

Bulk Lata Used for Processing Substructure Comnd REDUCE 

BDYC 

BOYS - Boundary set  d e f i n i t i o n  
BDYSl 

- Combination o f  substructure boundary sets o f  retained desrees 
o f  freedom 

- Alternate boundary se t  de f i n i t i on  

Bulk Data Used for Processing Substructure Comnd C0YdINE 

CBNCT - Specifies g r i d  points and degrees o f  freedom f o r  manually 
specif ied connect iv i t ies - w i l l  be overridden by RELES data 

CBNCTl - Al ternate spec i f i ca t ion  o f  connect i r i t ies  
RELES - Specifies g r i d  po in t  degrees of freedom t o  be disconnected - 
GTRAN - Redefines the output coordinste system g r i d  point  displacement 

TRANS - Specifies coordinate systems f o r  substructure and g r i d  po in t  

overr ides C0NCT and automatic connect iv i t ies 

sets 

transformations 

Bulk Data Used f o r  Processing Substructure Comnand S R V E  

LBADC - Defines loading conditions for s t a t i c  analysis 
MPCS - Specif ies mul t ipo in t  constraints 
SPCS - Specif ies s ingle po in t  constmints 
SPCS1 - Alternate speci f icat ion o f  s ingle po in t  constraints 
SPCSD - Specif ies enforced displacements f o r  s ingle point  constraints 

1 
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A t  each s t e p  i n  the analysis ,  the  user i d e n t i f i e s  by name, e.g., HUB, WING, 
A l l  s p e c i f i c  references R00T, etc., each substructulre t o  be used i n  tha t  s tep.  

t o  g r i d  points  f o r  connection o r  boundary sets, releaees, and loads, eLc. are 
made with respect t o  the bas ic  substructure name. The names of any c-mnent 
substructure can be used f o r  the  combine, reduce, equivalence, solve,  and re- 
cover operations. Automatically the  program re t r i eves  a l l  the  relevant  da ta  
f o r  the  named substructures from the  SdF, performs the  matrix operations re- 
quested, and stores the r e su l t s  on the  S0F. Thm, t he  user is freed from the 
tedious task of bookkeeping. 
more than once, e.g., ident ica l  components are t o  be used t o  c rea te  the f u l l  model, 
the "equivalence" operation must be used t o  assure unique names are assigned t o  
each substructure and its contributing components. 

I f  the  same component substructure  is to  be w e d  

Several features  have been provided f o r  input da ta  checking. Pr inc ipa l  
among these is the  DRY run option. This option allows the  user t o  submit h i s  
n m  t o  have the  program va l ida te  the  consistency of h i s  command s t ruc tu re  and 
his da ta  without ac tua l ig  performing the  more time consuming matrix operations. 
Also avai lab le  is a STEP option which f i r s t  checks t h e  da ta  and then executes 
the matrix opera t iom one s t ep  a t  a time. 
the matrix operations are skipped and the remainder of the  processing sequence is  
executed as a DRY run only. 

I f  e r ro r s  are detected in the  data,  

A second fea ture  provided allows the  user t o  process only se lec ted  matr ix  
data. 
s t ruc tu re  he wishes t o  add new loading conditions, o r  he wishes t o  obtain normal 
modes but did not have the  mass matrix, he may re-execute the  sequence of matrix 
operat iom t o  pro;ess only the  load or only the  mass matrix. 

For example, i f  the  user f inds  tha t  a f t e r  having assembled h i s  so lu t ion  

A t h i rd  fea ture  is ava i lab le  f o r  displaying a l l  the  relevant substructuring 
da ta  generated by the  program. 
are l i s t e d  i n  Table 3. Using the  output options provided, the user can ver i fy  
exp l i c i t l y  each and every connectivity. I f  desired,  the  user may a l so  obtain lists 
of a l l  the  retained degrees of freedom of the  r e su l t i ng  pseudostructure t o  ver i fy  
the  completeness and accuracy of h i s  input.  
substructure  gr id  point numbers. 

The da ta  items tha t  can be pr inted automatically 

These are a l l  i den t i f i ed  by basic  

The processing f o r  any one analysis  can be car r ied  out across a l l  th ree  com- 
That is, the  S0F data  f i l e  created on one 

This f a c i l i t y  allows fo r  

puter systems (CDC, IBM, and UNIVAC). 
computer may be wr i t ten  t o  magnetic tape and shipped t o  another center  f o r  pro- 
cessing on any of the  three  standard hardware systems. 
several  contractors t o  pa r t i c ipa t e  in a cooperative analysis  of complex s t ruc tu res  
using t h e i r  own computer centers.  

DATA MANAGEMENT 

The key t o  data  management f o r  the  new automated substructuring system is the  
Substructure Operating F i l e ,  the  SOF. 
the  relevant information fo r  each component substructure.  
required f o r  any bas ic  o r  componrrt substructure  a r e  l i s t e d  i n  Table 3. 

This one f i l e  is s t ructured t o  hold a l l  
A l l  the  data items 

Also 
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TABLE 3. S0F DATA ITEMS REQUIRED FOR EACt COMPONENT SUBSTRUCTURE 

I tem Name Descr ip t ion 

EQSS External  g r i r !  - o i n t  (using basic substructure I D S )  and 
i n t e r n a l  p o i n t  equivzlencing data inc lud ing  scalar  
ind ices and associated components for  each in te rna l  
p o i n t  number 

BGSS Defines the  geometric coordinates and loca l  coordinate 
system I D  f o r  each i n t e r n a l  p o i n t  o f  a component sub- 
s t ruc tu re  i n  terms o f  the  bas ic  coordinate s istem f o r  
t h a t  component 

CSTM Contains the coordinate t ransformat ion data f o r  every 
l o c a l  coordinate system referenced i n  the BGSS i tem 

LPDS Di rec tc ry  o f  se t  I D S  f o r  a l l  loads on each con t r i bu t i ng  
basic substructure def ined i n  Phase 1 

PLTS Names of each con t r i bu t i ng  basic substructure and .Its 
basic coordinate system transformat ion data t o  be used 
i n  generating undeformed p l o t s  

S0LN Contains e i t h e r  s t a t i c  so lu t i on  vector i d e n t i f i e r s  by 
subcase o r  e i  gerlvalue and eigenvector parameters 

KMTX St i f f ness  mat r ix  

MMTX Mass matr ix  

PVEC Load vectors 

PlbV E Load vectors on points  omit ted dur ing mat r ix  reduct ion 

UPRT P a r t i t i o n i n g  vector used i n  mat r ix  reduct ion 

HDRG H o r  G t ransformat ion ma t r i x  

UVEC Displacement vectors o r  eigenvectors 

QVEC Reaction force vectors 
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s t o r e d  on t h e  SdF are t h e  Master Data Index (MDI) f i l e  which s e r v e s  as t h e  d i rec-  
t o r y  f o r  each s u b s t r u c t u r e ,  t h e  D i r e c t o r  Index Table  (DIT) which conta ins  t h e  names 
of each component s u b s t r u c t u r e  i n  t h e  MDI, and t h e  NXT a r r a y  which serves t o  cha in  
toge ther  a l l  t h e  d a t a  b locks  a v a i l a b l e  on t h e  S0F. To have access  t o  any i t e m  of 
d a t a  on t h e  S$F, only t h e  i t e m  s u b s t r u c t u r e  names are requi red .  

The SgF i o  a permanent f i l e  p h y s i c a l l y  s t o r e d  on a user d i s k  pack, drum, o r  
equiva len t  dev!.ce. It  is  cons t ruc ted  as a d i r e c t  access f i l e  t o  avoid long and 
c o s t l y  searching .  
of a m u l t i - l e v e l  s u b s t r u c t u r i n g  problem and i s  maintained independently fr- t h e  
u s u a l  NASTRAN f i l e s .  This choice  w a s  made to  avoid what would have been a s e v e r e  
otrPrload of the e x i s t i n g  NASTRAN f a c i l i t i e s .  
r e q u i r e s  a t  least 6 d a t a  blocks,  a p r a c t i c a l  l i m i t  f o r  t h e  o l d  NASTRAN f a c i l i t i e s  
would have been reached with as few as 30 s u b s t r u c t u r e s .  Table 1 lists t h e  
commands provided t h e  u s e r  wi th  which h e  can maintain and p r o t e c t  h i s  d a t a  on 
t h e  SOF. 

It is used t o  communicate t h e  d a t a  between a l l  d i f f e r e n t  phases 

For example, s i n c e  each s u b s t r u c t u r e  

A f u l l  s e t  of u t i l i t i e s  is provided t o  maintain t h e  SgF as w e l l  as t o  s t o r e  
and retrieve s p e c i f i c  d a t a  items as they are requi red  by t h e  process ing  modules. 
Though t h e  SBF is considered t o  b e  a s i n g l e  l o g i c a l  f i l e ,  i t  may b e  p h y s i c a l l y  
S tored  on one t o  t e n  devices .  This f e a t u r e  provides  t h e  u s e r  wi th  an  open-ended 
f i l e  c a p a b i l i t y  which may b e  extended dynamically as t h e  a n a l y s i s  progresses  
and more space is requi red .  I t  t h e r e f o r e  serves as a combination d a t a  block 
pool  and a checkpoint f i l e  between j o b  s t e p s .  

By i n t e r r o g a t i n g  t h e  MDI, t h e  DIT and t h e  NXT,  t h e  .<gF u t i l i t i e s  provided 
can be used to:  

1. Create o r  des t roy  a s u b s t r u c t u r e  

2. Delete items a s s o c i a t e d  wi th  a s u b s t r u c t u r e  t o  recover  from e r r o r s  

3. Equivalence s u b s t r u c t u r e s  

4. Randomly l o c a t e  i n  t h e  f i l e  s e l e c t e d  items a s s o c i a t e d  wi th  any 
subs t r u c  t u r e  

5 .  Read and write items on t h e  SdF 

6. Dump and r e s t o r e  d a t a  t o  tapes  as backup, o r  permanent s t o r a g e ,  o r  
as overflow t o  reduce t h e  number of p h y s i c a l  f i l e s  r e q u i r e d  a t  any 
one execut ion.  

I 

A s i g n i f i c a n t  a d d i t i o n a l  c a p a b i l i t y  has  a l s o  been provided, unique i n  t h e  
h i s t o r y  of NASTRAN. 
tape ,  shipped t o  another  c e n t e r ,  and read  i n t o  a d i f f e r e n t  computer. This  
inter-computer communication c a p a b i l i t y  a l lows f o r  c o n s t r u c t i o n  of complex 
s t r u c t u r a l  system models from s u b s t r u c t u r e s  developed by d i f f e r e n t  c o n t r a c t o r s ,  
a t  widely separa ted  l o c a t i o n s  and even on d i f f e r e n t  computers. 

The S(dF d a t a  c r e a t e d  on one computer may be w r i t t e n  t o  
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PROGRAM CONTROL 

The user  exercises primary cont ro l  over the  execution of h i s  ana lys i s  with 
the Substructure  Control Deck c o r n a d s  l i s t e d  i n  TaLIc 1. One of t he  eleven new 
modules developed espec ia l ly  f o r  subs t ruc tur ing ,  ASDMAF' , processes the  Substructure  
Control Deck. 
concepts t o  processing with o ther  Rigid Formats than the  th ree  provided with the  
current  system, Rigid Formats 1, 2, and 3. 

Its design allows f o r  fu tu re  adaptat ion of the  subs t ruc tur ing  

The central concept of ASDMAP was t o  translate each primary command and its 
re l a t ed  subcomands I n t o  appropriate  DMAP ALTERS t o  t h e  Rigid Format being 
executed. 
dry run options,  t abu la t e  and check the  subs t ruc ture  names, and diagnose the  
subs t ruc ture  cont ro l  deck f o r  user e r ro r s .  

The ASDMAP module w a s  designed t o  recognize the  var ious matrix and 

In  the  ac tua l  implementation, each of t he  subs t ruc ture  commands is in t e rp re t ed  
with the  a i d  of bu i l t - i n  block da ta  tab les .  For each subs t ruc ture  operation, 
t he  b a s i c  DMAP statements, t he  allowable subcommands, the  opt iona l  cards, and 
the  entries t o  be  changed i n  t h e  DMAP sequence a l l  are s to red  i n  t h e  form of 
simple cont ro l  tab les .  
The ASDMAP module reads the  cards associated wi th  a command. 
the  ALTER and DMAP card images, merges these  with user-specified .iLTER cards,  and 
writes t h e  merged set on the  e x i s t i n g  XALTER f i l e ,  a l o g i c a l  f i l e  on the  problem 
tape. The experienced user  of NASTRAN retains the  f u l l  f l e x i b i l i t y  of modifying 
and adapting t h e  DMAP sequence produced t o  meet h i s  own spec ia l ized  requirements. 

These t ab le s  are then used t o  d i r e c t  t h e  program execution. 
It then generates  

Inherent i n  the  philosophy behind the  design f o r  t he  ten  remaining subs t ruc ture  
modull?s w a s  t he  concept of an independent system using t h e  NASTRAN subrout ines  
f o r  convenience while minimizing in t e rac t ion  w i t h  t he  remainder of NASTRAN. 
For t h i s  purpose, a l l  of t h e  subs t ruc ture  modules and the  SgF f i l e  u t i l i t i e s  
were i so l a t ed  t o  l i n k  9 of NASTRAN. 
blocks i n  the modules has been kept t o  a minimum, using the  S0F f i l e s  f o r  the  
majori ty  of da t a  s torage.  
NASTRAN module design, t he  bas i c  cr i ter ia  for subs t ruc ture  modules were: 

The number of input  and output NASTRAN da ta  

I n  addi t ion  t o  the  normal ru l e s  and r e s t r i c t i o n s  on 

1. The NASTRAN matrix u t i l i t y  subroutines should be used f o r  a l l  matrix 
operations.  
fu tu re  l e v e l s  of t he  system. 

This maintains compatibi l i ty  with poss ib le  changes i n  

2. Machine-dependent coding should be kep, t o  a minimum. 
i n i t i a l  f i l e  a l loca t ion  f o r  t h e  SgF and the  one S@F input/output 
rout ine  are machine dependent. 

Only the  

3. The SBP f i l e  is b a s i c a l . 1 ~  a s t c rage  device and is not  d i r e c t l y  accesgi- 
b l e  by the  NASTRAN u t i l i t y  rout ines .  
be t ransfer red  t o  a sc ra t ch  f i l e  before  using the  NASTRAN matrix u t i l i t i e s .  

Matrix data from the  SVF sholdd 

4. The format of each S@F da ta  item should be kept independent of t he  l e v e l  
of combination; I.c., a bas i c  subs t ruc ture  I s  assumed t o  be a combination 
subs t ruc ture  made up of only one component. 

I 
Y I 
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5 .  I n  addi t ion t o  the  NASTRAN p a r m e t e r s ,  c e r t a i n  c r t r o l  options may be  
s tored  on ~ t . a  internal Case Control da ta  block. 
method is used f o r  passing the  extensive cont ro l  data  required by the  
C0MBINE and REDUCE operat ions i n  Phase 2 .  

?n p a r t i c u l a r ,  t h i s  

6. I f  a non-tr ival  e r r o r  i n  the  data  i s  detected,  the  DRY run parameter 
shogld be set and a l l  poss ib le  e f f o r t  should be made t o  complete the  
execution of t h a t  module. 
fu r the r  time consuming matrix operat ions should be  skipped and every 
attempt should be made t o  check user input  da ta  and cont ro l  parameters. 

When the  DRY run parameter i s  "ON", a l l  

Extensive documentation has been added t o  the  NASTRAN Programer ' s  Manual 
f o r  every subroutine,  da ta  block, and f i l e  s t r u c t u r e  t h a t  was developed and/or 
modified f o r  automated substructur ing.  

CONCLUDING REMARKS 

The automated substructur ing capabi l i ty  described above has been i n a t a l l e d  
and tes ted  or  a l l  th ree  major hardware systems, CDC, UNIVAC and IBM. It w i l l  
be implemented i n  NASTRAN Level 16. 

The t e a t  system is t e i n g  ve r i f i ed  a t  a number of faci l i t ies  across  the  
country. 
ments have been suggested by its users. 
i n  preparing the  spec i f i ca t ions  fo r  Level 16 i n s t a l l a t i o n .  

Several  f i x e s  have been made s ince  its del ivery and ce r t a in  enhance- 
These enhancements are being considered 

With the  support of these users  who have been w i l l i n g  t o  experiment with the  
new system, who ha;e delved i n t o  the  code and of fered  speci;:c coding suggestions,  
and who have reported t h e i r  performance timing h i s to ry ,  the automated multi-stage 
substructur ing system w i l l  become a welcome and r e l i a b l e  addi t ion  t o  NASTRAN. 
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NSMO, f o r  sponsoring t h i s  development p ro jec t ,  and t o  M r .  H. P. Adam and D r .  
E. C. Stanton of Douglas Aeronautics Company West, f o r  monitoring its program 
under contract  6-73-1828 with Universal Analvtics,  Inc. 



1 I 
I I 
I 

I I 
1 

APPENDIX 

The following example i l l u s t r a t e s  ar: e n t i r e  simple subs t ruc tur ing  ana lys i s .  
Figure A 1  shcws t h e  bas i c  subs t ruc tures ,  ?ABLE and LEGS. 
spec i f i ed ;  each has a d i f f e r e n t  b a s i c  coerdicot2 system; and each uses the same 
g r i d  poin t  i d e n t i f i e r s .  
bined t o  make t h e  f i n a l  model using the  r e f l e c t i v e  symmetry opt ion.  

Each has a loading 

Figure A2 shows how these two components can be  com- 

The complete da t a  decks t o  generate  and analyze t h i s  s t r u c t u r e  are l i s t e d  
i n  Tables Al-A4. These include the  da ta  f o r  generat ing the  bas i c  subs t ruc tures  
i n  Phase 1, the  assembly of the complete s t r u c t u r e ,  so lu t ion ,  and da ta  recovery 
i n  Phase 2, and :he da t a  recovery i n  Phase 3. 
t h e i r  input  demonstrates t he  s impl i c i ty  of t he  new NASTRAN automated multi-stage 
subs t ruc  tur ind  system. 

A card-by-card explanat ion of 

1 
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load 21 2 

CTRIAE 

5-7 . L I 

CQUADE +load 2 

5 6 
"TABLE" 

Y I CBAR 
CBAR 

FIGURE Al. PHASD 1 - BASIC SUSSTRCL'l'URES (TABLE AND LEGS) 

load 10 load 10 

I 

"SIDEB" I "SIDEA" 

1 1 
I 
I r 

i 
t I 

I 

FIGURE A2. PHASE 2 - COMBINED SUBSTRUCTURE 
! 
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t 
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5 6 4 
1 2 4 
3 4 1 

0.0 0.0 5. 
0.0 7. 5. 
L O  0.0 0.0 
0.3 7. 0.0 
0.0 0.0 -5. 
0.0 7. -5. 

.3 4 .3  
.1  
-1 

10.0 -1.0 
10.0 -1.0 

I 

I 

1MLE AI.. PEASE 1 DATA DECK FOR SUBSTRUCTURE TABLE 

card 
Ik. - 

1 I D  TABLESBASIC 
2 APP DfSP.SUBS 
3 SR 2,o 
4 T I l E  1 
5 CHKPNT YES 
6 C M )  

7 SUBStRUCVRE PHASE1 
8 PASSWRD=PWECTX 
9 seF(l)=Si3F1,25O,NEU 

10 MmEmBLE 
11 SAVEPLWl 
12 SFPRINT T0C 
13 ENDSUBS 

14 TfNE=TABLE, PHASE QNE 
15 LMD.2 
16 PiITPuT(PL0TT) 
17 SET l=Au 
18 PLQr 
19 BEGIN BULK 

8 - 

23456 

1 

I 

.... . . ............ . . . . . . . . . .  -. - .._..-. 1- -.--.".,,.I _.... --... -. 1 .....- 
..V . ....... . .....-.......... ..... .._. ............- . . . . . . . .  

1 .  
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1 - 4  
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TABLE A2. PHASE 1 DATA DECK FOR SUBSTRUCTURE LEGS 

Qrd 
Ik. -- 
1 fDLEGS,BASIC 
2 APP DISP,SUBS 
3 SK 2,o 
4 TIME 1 
5 CtIKPNTYEs 
6 e w O  

7 SMWCTUREPHASEl 
8 PMSYORD.PWECTY 
9 50f(I)=SBf4.7500 

10 ==LEGS 
11 sAm0l=1 
12 SFwr INPJ 
13 P@SITIWRENIND 
14 l lAlE4EGS 
15 EOIf(32) LEGS 
16 ENDSUBS 

17 fIlE=LEGS PHASE 0NE 
18 -1 
19 mlPuT(PLBT) m sn l=ALL 
21 PW 
22 BEGIN BULK 

23 
24 
25 
26 
27 
20 
29 

31 
32 
33 
34 
35 

7 - 

-0 
.O 

IO. 

8 - 
.O 
.O 

23456 

- 

: .j 

1 

I 

? 

i 
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TABLE A3. P W B  2 DATA DECK (C@MBINE, REDUCE, SgLVE, AND REC0VER) 

Card 
No. - 
1 I D  SUBSTR,PHASE2 
2 APP 0ISP.SuBS 
3 SPL 1.0 
4 l In€  1 
5 DIM 23 
6 CENO 

7 S U S T R m E P H A S E 2  
8 PASS@RWPRWECTX 
9 S f ( 1  )=SPF1,250 

10 @PTI@S=K,M.P 
11 SbFIN INP3,TAPE 
12 WITION=REWIND 
13 NACIE=LEGS 
14 W R X N T  TBC 
15 m X N E  LEGS.TABLE 
16 WE=SIDEA 
I7 TBLER=0.001 
18 ~PUT=1.2.7,11.12.13,14.15,16,17 
19 cpHP$WNT LEGS 
20 tRANS=lO 
21 EQurv SIDEA,SIDEB 
22 PREFIX4 
23 CODgINE SIDEA.SIDEB 
24 NAMWIGTBBLE 
25 T@lER=0.001 
26 0lJ?PUT=1,2,7.11,12.13,14,15,16,17 
27 f3MPenENT SIDE6 
28 S W = Y  
29 REDUCE BIGTABLE 
30 NAME=SMI\LTABL 
31 B#UNDARY=lOo 
32 p(ITPUr=1.2.3.4,5,6,7,8 
33 WFPRXNT TPC 
34 PLOT SlUUTABL 
35 S0LVE SMLTABL 
36 RECBVER SWLTABL 
37 PRINT BIGTABLE 
#) SAVE BTABU 
39 WFPRINTTBC 
4D ENDSUBS 

41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 

TITLE=PHASE TW0 SUBSTRUCTURE 
DISP=ALL 
SPCF=ALL 
QLPAD=ALL 
SPC.10 
SUBCASE 1 

L 0 ~ 1 0  
SUBCASE 2 

LBAD=20 
0UlPLlT( PLBT 

SET l-ALL 
P L 0 l  

BEGIN BULK 

i 
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20 BLEGS 
10 9TABLE 
1 3 
2 6 
2 3 
LEGS 1 
TABLE 2 
123456 2 
4 1 
123456 2 
4 1 
.o 7.0 
-5.0 

I 

20 
10 
4 

1 .o 
1 .o 
3 
3 
3 
3 
-5.0 

I 

5 

BLEE 1 1 .o 
BTCQIE 2 1 .o 
4 5 

4 5 
3.0 11.0 -5.0 

TABLE I? .  (continued) 

4 

+B 

Card 
No. - 

TMLE 
1c 
1c 123456 
20 123456 
10 1 .o 
TJ 1 .o 
10 BLEGS 
10 BTABLE 
10 LEGS 
10 TABLE 
10 
D.0 8.9 

I 
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TABLE A 4 .  PHASE 3 DATA DECK 

Card 
M. - 
1 I D  TABLE.BASIC 
2 APP DISP9SUBS 
3 s0L 190 
4 TIM 1 
5 RESTART TABLE.BASIC (Restart deck) 
6 CUJD 

7 ~ ~ T l J R E  PHASE3 
8 PASSUflROIPRljJECTX 
9 SeF( 1 )=SbF1.250 

10 BRECBVER BTABLE 
11 ENDSUBS 

12 
13 
14 
15 
16 
17 
18 
19 
20 
21 

.€=PHASE THREE RR REFLECTED TABLE 
'=ALL 
\WALL 
:=ALL 
%=ALL 
%E 1 
X E  2 
.Wb2 
[r( BULK 
MTA 

I 
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Phase 1 Data Deck fo r  Substructure TABLE 

card 
Ila. 

1-6 

- 

7 

8 

9 

10 

11 

12 

13 

15 

16-17 

19-35 

Refer t o  fable A 1  f o r  input cards described below. 

Standard NASTRAN Executive Control Deck except the 'SUBS' option i s  selected on the APP 
card. 

F i r s t  card of Su-jtruCture Control Deck. Phase 1 i s  selected. 

Password protection on the SBF i s  'PRBJEMX'. 

The S@F consists of one ph sical  f i l e  with an index of one. 
and increase sequentially.! The name o f  the f i l e  i s  'SPFl' and it has a maxinum size o f  
250,000 words. 
that  the S0F contains no data.) 

The basic substructure to  be generated w i l l  be ident-,fied by the name TABLE. 

Plot  set 1 w i l l  be saved on the SjDF f o r  performing plots of the combined structure i n  
Phase 2. 

Pr in t  a table o f  contents fo r  the S0F. This includes a l i s t  o f  a l l  substructures and 
the i r  data items. 

End o f  Substructure Control Deck 

Selects the load to  be saved on the S0F f o r  use i n  Phase 2. Note that multiple loads may 
be saved by using multiple subcases. I n  addition t o  external s ta t i c  loads, thermal loads 
and element deformation loads may be selected. 

Plot  control cards are required i f  the SAVEPlBr subconmand i s  used I n  the Substructure 
Control Deck. These cards are used t o  define the p lo t  sets fo r  Phase 2 plotting. 
not necessary that a p lo t  tape be set up i n  Phhse 1. 

Standard NASTRAN Bulk Data Deck. These cards define the mathematical d e l  o f  the basic 
substructure. 

(Indices must begi?r u i t h  one 

The f i l e  i s  t o  be in i t ia l ized. (Internal pointers w i l l  bc set t o  ind!cate 

It i s  

Phase 1 Data Deck fo r  Substructure LEGS 

card 
No. 
1 4  

I 

8 

9 

- 

10 

11 

12-14 

Refer to Table A2 f o r  input cards described below. 

Standard HASTRPN Executive Control Deck except the 'SUBS' optlon i s  selected on the APP 
lam. 

f lmt  card o f  the Substructure Control Deck. Phase 1 i s  selected. 

Password protection on the SPF i s  'PUBJECTY'. 

The SBF consists o f  one physical f i l e  with an index o f  one. 
and Increase sequentially.) The name of the f i l e  i s  'SBF4' and it has a m a x i m  sire o f  
7,500,000 words. The f i l e  has been used previously as an SbF. 

The basic substructure t o  be generated w i l l  be ldent i f ied by the name LEGS. 

Plot set 1 w i l l  be saved on the SBF f o r  perfonning plots o f  the combined structure i n  
Phase 2. 

After Substructure LEGS has been generated and saved on the S0F. It i s  copied out t o  user 
tape INP3. 

(Indices must begin with one 
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card 
No. 

15 

- 

16 

18 

19-21 

22-35 

A l l  data items for substructure LEGS are removed from the S0F. 
remains i n  the S)f directory. however.) 

End of Substructure Control Deck 

Selects the load t o  be saved on the S0F f o r  use 'in Phase 2. Note that mu l t ip le  loads may 
be saved by using mult ip le subcases. I n  addi t ion t o  external s t a t i c  loads, thermal loads 
and element deformation loads may be selected. 

P lo t  control cards are required i f  the SAVEPLOT subconrnand i s  used i n  the Substructure 
Control Deck. These cards are used t o  define the p l o t  sets for Phase 2 plot t ino.  It i s  
not necessary that  a p l o t  tape be set up i n  Phase 1. 

Standard NASTRAN Bulk Data Deck. These cards define the mathematical model o f  the basic 
substructure. 

(The substructure name 

Phase 2 Data Deck 

Card 
w. 
1-6 

-- 

7 

8.9 

10 

11-13 

14 

15-20 

21.22 

23-28 

29-32 

33 

34 

Refer t o  Table 43 f o r  input cards described below. 

Standard NASTRAN Executive Control Deck except the 'SUBS' option i s  selected on the APP 
card. 

F i r s t  card of the Substructure Control Deck. 

These cards specify the same S0F used i n  Phase 1 f o r  substructure TABLE. 

The card causes matrix operations t o  be performed on st i f fness, mass, and load matrices. 
The defaul t  f o r  Rigid format 1 i s  s t i f fness  and loads only. However. Rigid Format 2 was 
selected i n  the Phase 1 decks. 
Phase 1. 

Basic substructure LEGS i s  copied t o  the S6F from user tape IYP3. 

P r in t  the S0F table of contents. 

Perform an automatic combination o f  substructures TABLE and LEGS. 
pseudostructure w i l l  be named SIDEA. The tolerance f o r  conenctfons i s  0.091 units. De- 
t a i l e d  w t p u t  i s  requested. The basic coordinate system for substructure LEGS i s  trans- 
formed according to  transformation set 10 i n  the Bulk Cat&. 

Create a new secondary substructure SIDEB which i s  equivalent t o  SIDEA. 
causes image substructures BLEGS and BTABLE to  be generated. 

Perform an automatic combination of substructures SIDEA and SIDEB. The resultant cambined 
pseudostructure w i l l  be named BIGTABLE. The tolerance f o r  connections i s  0.001 uni ts.  
Detai led output i s  requested. 
synnetr ical ly transformed abcut the XZ plane, iden t i f ied  by Y .  the axis n o m 1  to  the 
plane (sign change for a l l  ' Y '  degrees of freedom). 

Perform a m a t r i x  reduction on the matrices of substructure BIGTARLE. 
reduced pseudostructure ,d i l l  be named SMALTABL. 
selected i n  boundary set 100 i n  the Bulk Data. 

P r ln t  the S0F table of contents. 

P lo t  pseudostructure SMALTABL. The p l o t  control cards i n  the Case Control Deck a r e  
referenced. 

DIAG 23 requests an echo o f  the automatic DWP a l te rs  generated. 

Phase 2 i s  selected. 

This cased a l l  three matrix types t o  be generated i n  

?he resul tant  combined 

This operation 

The basic coordinate system for pseudostructure S I M B  i s  

The resul tsnt  
The retained degrees o f  freedom are 

Detailed output i s  requested. 

1 
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"4 I% 
No. 

35 

36-38 

- 

39 

40 

42-44 

45-49 

50-52 

54-58 

59-64 

65,66 

1 

Perform a s t a t i c  solut ion of 
selected i n  the Case Control 

pseudostructure SMALTABL. 
Deck are used. 

Card 
No. 

1-6 

- 

7 

8 4  

10 

11 

13-16 

17-19 

The constralnt sets and load sets 

Recover the displacements of substructures BIGTABLE and BTABLE from the solut ion o f  
SmTABL and save then on the SBF. 
The output requests i n  the Case Control Deck are referenced when the PRINT subcolrmand i s  
Invoked. 

P r i n t  the S0F table o f  contents. 

End o f  the Substructure Control Deck 

Case Control output requests. Referenced by the PRINT subcomMnd o f  the RECBVER cornrand. 

Constraint and load set selections are referenced by the SBLVE cMrmand. 

P lo t  control cards are referenced by the PLP comnd.  

These Bulk Data cards define the boundary set o f  retained degrees o f  freedom which was 
selected i n  the REDUCE operation (cards 29-32). 

Tnese cards define the loads and constraints selected i n  the Case Control Deck f o r  the 
substructure SOLVE operation. 

These cards define the transformation which i s  appl ied t o  the basic coordinate system o f  
substructure LEGS i n  the f i r s t  CPMBINE operation (cards 15-20). 

Also, p r i n t  'the resu l ts  f o r  substructure BIGTABLE. 

Phase 3 Data Deck f o r  Substructure BTABLE 

Refer t o  Table A4 for input cards described below. 

Standhrd NASTRAN ixecutiva Control Deck except the 'SUBS' option I s  selected or: the APP 
card. 

F i r s t  card o f  the bubstructure Control Deck. Phase 3 i s  selected. 

These cards specify the same S0F used i n  Phase 2. 

This card caJses the data f o r  the imaqe basic substructure BTABLE t o  be copied from the 
S0F t o  GIN0 data blocks. The data can then be used for data recovery operations. i.e., 
deformed structure plots, stresses, etc. 

End o f  Substructure Control Deck. 

OuLput requests fo r  Phase 3 data recovery. 

"Card" 5 i s  actual ly the Restart deck punched out i n  Phase 1 for substructure TABLE 

The subcase de f in i t ions  i n  Phase 3 must be ident ical  to  those used i n  the SBLVE operation 
I n  Phase 2. SPC and MPC constraints i n  Phase 3 must be the S a m  as those used i n  Phase 1. 
Load sets selected i n  Phase 3 must correspond t o  those selected i n  Phase 2 for  each sub- 
case. 
basic substructure can not be selected i n  Phase 3 .  

However, load se ts  selected i n  Phase 2 which do not ex i s t  for  t h l s  par t i cu la r  
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AUTOMATED MULTI-STAGE S UBSTRUCTUR I N G  ANALYSIS 

COMPARED WITH SUPEREIEMEWT ANALYSIS 

Lalit C. Shah 

Rockwell In te rna t iona l  

ABSTRACT 

Two l a rge  NASTRAN models f o r  s t a t i c  m a l y s i s  have been b u i l t  by use of twC; 

d i f f e ren t  automated substructur ing techniques cur ren t ly  ayrailable. The f i r s t  
model consis+,s of about 30 000 degrees of freedom represent ing the  Space Shu t t l e  
Crew Module. The second model cons i s t s  of about 10 000 degrees of freedom rep- 
resefiting t h e  B-1  Nacelle. 
added t o  t h e  l e v e l  15.5 was applied t o  the  f i rs t  model and some i n t e r e s t i n g  
lessons were learned from t h a t  experience. The superelement capab i l i t y ,  ava i l -  
able i n  MacNeal-Schwendler vers icn of NASTRAN (CDC l e v e l  28), was applied t o  t h e  
second model. User convenience (automation) becomes increasingly important f o r  
la rge  f ini te-element  models. There a r e  some s i g n i f i c a n t  2ifferences between t h e  
two approaches i n  t h i s  area even though t h e  bas ic  matrix operat ions ca r r i ed  out 
a r e  iden t i ca l .  In conclusion, some p r a c t i c a l  suggestions are preqented t h a t  nay 
be bene f i c i a l  t o  other  users.  

Th: automated mult is tage substructur ing capab i l i t y  

(Paper was not ava i lab le  a t  t i m e  of publ icat ion.)  
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AN IMPROVED DMAP CAPABILITY 

David L. Herendeen 

Universal  Analy t ics ,  Inc.  
Playa D e l  Rey, Ca’ifornia 

-. 

S W R Y  

A se t  of improvements has  been designed and implemented i n t o  a t es t  v e r s i o n  
of t h e  NASTRllEl DMAP (Direct  Matrix Abs t rac t ion  Program) compiler.  These modifi- 
cation; s impl i fy  t h e  use of t h e  DMAP c o n t r o l  language while  e n h a n c h g  i t s  power 
and v e r s a t i l i t y .  
sen ted  t o  i l l u s t r a t e  t h e i r  use.  

The implemented changes a r e  d e r c r i b e a  and exampies are pre- 

INTRODUCTION 

T r a d i t i o n a l l y ,  t h e  NASTRAN engineer-user h a s  n o t  f e l t  comfortable with t h e  
I ts  s t y l e  is o r i e n t e d  to t h e  programmer. I t  uses  complicated DMAP c a p a b i l i t y .  

semantic c o n s t r u c t s  t h a t  are o v e r l y  formalized. Also, its implenentat ion re- 
t a ins  inany undesirable  aiid confusing r e s t r i c t i o n s .  

Modif icat ions have been made t o  t h e  DMAP compiler t o  a l l e v i a t e  many of 
t h e s e  disadvantages.  Removal of c e r t a i n  r e s t r i c t i o n s  has  unlocked powers t h a t  
have been imprisoned i n  t h e  system s i n c e  i t s  incept ion .  F u l l  downward compat- 
i b i l i t y  w i t h  c u r r e n t l y  opera t ior . - l  DMAF has been r e t a i n e d .  

These changes f a l l  i n t o  t h r e e  overlapping c a t e g o r i e s :  

Improved Syntax 

Rem: gal of R e s t r i c t i o n s  

Extension of C a p a b i l i t y  

Improvements f a l l i n g  i n t o  t h e  f irst  two c a t e g o r i e s  allow f o r  t h e  inadver ten t  
i n t r o d u c t i o n  of e r r o r s  i n t o  DMAP programs t h a t  prev ious ly  would not  be allowed. 
To p r o t e c t  t h e  u s e r ,  t h e  extended c a p a b i l i t i e s  inc lude  an erro-*-handling 
f a c i l i t y ,  and a new c l a s s  of POT2NTIALLY FATAL ERRORS is def ined .  Thus, t h e  
system p r o t e c t s  users from c o s t l y  e r r o r s  a r i s i n g  from i n c o r r e c t  DMAP whi le  
a l lowing the  user freedoms he could not  otherwise enjoy. 

FRECEDING PAGE ELA’JK MOT FILMED 
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IMPROVED SYNTAX 

I 

Several cosmetic changes have been made by removing many of the  semantic 
Inconveniences. These syntax improvements include: 

1. Abbreviation of the  parameter sect ion t o  eliminate the redundant 
use of the  C ,  V, and N specif icat ions.  For instance, the param- 
e t e r  sec t ion  of a DMAP ins t ruc t ion  

/C , N , 2  / C , N, STATICS /V , N , NL8AD /V , N , PARMP 1.0 

now may be written as 

/ 2 /*STATICS*/NL0AD/PAl. 0 

2. Allowing the  use of defaul t  parameters not only a t  the end of 
the parameter sect ion,  but a l s o  in t e rna l  t o  it 

/ 2 / P W l .  01/14. S//NL0AD 

3. Elimination of the  need for  t r a i l i n g  commas i n  both the  input 
and output data  block name lists when they are not required. 

now may be wr i t ten  

TABPT EST// $ 

4. An automated checkpoint option controlled by a "predefined 
checkpoint" (PRECHK) declarat ion has been implemented. An 
analyst  may generate a l l  required checkpoint ins t ruc t ions  by a 
s ing le  statement such as 

PRECHK A,B,C,D,F,X $ 

Even more convenier I forms have been implemented, 

PRECHK ALL $ 

PRECHK ALL EXCEPT A,B,C $ 

This extension st i l l  allows the  user t o  place the conventional 
CHKPNT ins t ruc t ion  throughout h i s  program. 

5 .  An a u t a z t e d  SAVE spec i f ica t ion  t o  be included within the param- 
eter sect ion of the  module ins t ruc t ion  r ,- ther than a separate 
declaration. 

@DX A , B / C / V , N , P l / V , N , P Z  E 
SAVE Y2 $ 
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nov may be written 

M#DX AyB/C/P1/SyNyP2 $ 

The e f f e c t s  of (4) and ( 5 )  above 3re much more than supc r f i c i a l .  When 
combined and used -mpropriately,  they reduce t h e  length of DMAP rout ines  (l.e., 
Rigid Format 1) by as much as S O X .  

This more concise code is superior  i n  s t r u c t u r e  and is made more readable 
by el iminat ing many statements t u a t  are not e s s e n t i a l  t o  the  so lu t ion  f low.  
Such s t r u c t u r e  allows f o r  more rapid understanding of the so lu t ion  algorithm. 
The automatic SAVE prevents t h e  acc identa l  misplacement of t he  SAVE i n s t ruc t ion  
that formerly caused a dump. 
does not cause an abnormal termination. 

Such a misplacement is now h.mdlt9 co r rec t ly  and 

Though most of the  above changes are cosmetic In nature ,  the  Improvements 
described next of f e r  s i g n i f  i c a n t l y  improved c a p a b i l i t i e s .  

REMOVAL OF RESTRICTIONS 

There are many c a p a b i l i t i e s  i n t r i n s i c a l l y  ava i l ab le  v i a  t h e  DMAP language 
tha t  cannot be exploi ted because of t h e  a r b i t r a r y  r e s t r i c t i o n s  imposed by the 
current  DMAP compiler. 
r e s t r i c t i o n s  and g rea t ly  enhance the  power of the  language: 

The following changes have been made t o  reL.ove these 

1. Data blocks may now appear as input  hefore  they appear as output.  

J 

1 r i  

2. Data blocks may now appear more than once 8s output.  

3. The REPT i n s t r u c t i o n  has been modified t o  allow a va r i ab le  nwnber 
of loops t o  be  determined during execution. 
exemplified by 

This usage I s  

REPT L@PTflP,NLd@P $ 

where NLOP is a parameter output by some module p r i o r  t o  t h e  
REPT ins t ruc t ion .  

, 

4. The severely r e s t r i c t i v e  pos i t i ona l  requirements of t h e  EQUIV 
Ins t ruc t ion  have been eliminated. 

The removal of the  first two r e s t r i c t i o n s  and the addi t ion  of the 
b l e  REPT in s t ruc t ion  opens new v i s t a s  f o r  t h e  !)MAP user.  

change ( 2 )  allows loca l ly  used data  block names t o  be reused l a t e r ;  t h u s  t h e  
e f f ic iency  of f i l e  a l loca t ion  within t h e  KASTRAN system is increased. 
pos i t iona l  requirements of the EQUIV module t h a t  have accounted f o r  many con- 
fused hours of debuggiq  have been eliuiitiated. 
the  primary da ta  block of t h e  EQU?.V i n s t ruc t ion  must appear a s  output p r i o r  
t o  the EqUIV.  

In addi t ion ,  

T h e  

The s i n g l e  requirement i s  tha t  

1 

I 

Y 

C 

1 
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The DMAP user  now has the  too l s  with which t o  design and execute sophis t i -  
cated i t e r a t i v e  algorithmc. 
NASTRAN environment f o r  solving complex nonlinear problem which involve e i t h e r  
sihgle or  nested looping. 

Such f a c i l i t i e s  have been long des i red  within t h e  

EXTENSION OF CAPABILITY 

New c a p a b i l i t i e s  have been added t h a t  on t h e  su i f ace  appear t o  be very 
simple, ye t  they have profound e f f e c t s  on the  f l e x i b i l i t y  of f i l e  operat ions,  
on user  understanding, and oil program cont ro l .  These are 

1. The implement.?tion of two modules, C@PY and SWITCH. 

2. A new technique f o r  user-specified compiler opt ions,  including a 
de ta i l ed  c ros s  reference of data  block names, module names, and 
va r i ab le  parameter names, an? a complete and de ta i l ed  bSCAR dump. 

3. Speci f ica t ion  and con t ro l  of t he  extended error-handl ing f a c i l i t y .  

The C@PY and SWITCH modules a r e  of g rea t  use in i t e r a t i v e  DMAP rout ines .  
C0PY performs a complete physical  copy from t h e  spec i f i ed  input da t a  block t o  
the  output d a t a  block. SWITCH operates  d i r e c t l y  on t h e  FIAT (F I l e  Allocat ion 
Table) t o  interchange da ta  block names. I t  does - not  copy data .  

The combination of these modules g r e a t l y  s impl i f i e s  and shor tens  DMAP 
looping. For example, i n  Figure 1, the  DMAP code f o r  r a i s i n g  a matrix [Q] t o  
the  r t h  power is shown i n  the  o r i g i n a l  PMAP and again i n  the  improved and ex- 
tended DMAP. The s impl i f i ca t ion  that r e s u l t  is  immediately apparent.  

Special  compiler opt ions may be e lec ted ,  no t  through the  D U G ,  but  by a 
new ins t ruc t ion  XDMAP (Execute DMAP). Convenient opt ions include: G0/N@G@ to 
aEow a compilation only; LIST/N@LIST f o r  DMAP compilation l i s t i n g ;  DECK/NaDECK 
t o  request t he  punching of the  DMAP program; REF/N@REF t o  provide a c ross  
re ferencf ;  and @SCAR/N@@SCAR t o  p r i n t  a de t a i l ed  l i s t i n g  of a l l  &CAR records 
generated by the  compiler. 
"object" code tha t  DKAP generates  and is used t o  direct the  a c t u a l  computa- 
t i o n a l  flow. Also ac t iva ted  by the  XDMAP i n s t r u c t i o n  is t h e  extended error-  
handling f a c i l i t y  described below. 
t o  both programmers debugging DMAP programs and engineers /analysts  having t o  
write t h e i r  own rou t ines  or make loca l  modif icat ions t o  e x i s t i n g  DMAP. 

The 0SC.Ul ( Ipera t ion  Sequence Control  g r a y )  is t he  

These f ea tu res  are easy t o  use and he lp fu l  

The extended error-handling f a c i l i t y  j u s t i f i e s  the removal of r e s t r i c t i o n s  
and improvement of c a p a b i l i t i e s  i n  t h a t  i t  assures  t h e  user  t h a t  g ross  log ic  
e r r o r s  in DMAP programs w i l l  not  be cost ly .  
nose and solve any problems caused by the new semantics. 
POTENTIALLY FATAL ERRORS warns the  user  t o  review h i s  operat ions ca re fu l ly .  
The user can s e l e c t  the e r r o r  l e v e l  (WARNING, POTENTIALLY FATAL, or FATAL) a t  
whicai termination of t he  job w i l l  occur. 

This f e a a r e  helps  t h e  user  diag- 
A new class of 

Examples of XDMAP i n s t r u c t i o n s  are 
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Figure 2 shows a composite i l l u s t r a t i o n  of the de ta i led  cross  reference, while 
Figure 3 is an excerpt from an @SCAR l i s t i n g .  
from the Level 15.5 Rigid Format 1. 

Both of these f igures  are derived 

CONCLUSION 

Changes have been designed and implemented i n t o  the  DMAP compiler that 
nave improved the  syntax and simplified DMAP usage f o r  the  engineer/analyst. 
Also, convenient mechanisms have been added t o  extend the  f i l e  manipulation 
features.  Final ly ,  the  removal of a rb i t r a ry  compiler res t ruc t ions  has unlocked 
impl ic i t ly  existing capab i l i t i e s  which grea t ly  enhance the  f l e x i b i l i t y  of the  
language. 
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1 BEGIN 
2 rIATpRN 
3 PARA?! 
4 PARAW 
5 PARA?! 
6 c0m 
7 ADD 
8 LABEL 
9 EQUIV 
10 MPYAD 
11 EQUIV 
1 2  PARAH 
13 C@JD 
14 REPT 
15 JUHP 
16 LABEL 
17 MATPRN 
18 EXIT 
10 LABEL 
20 PRTPARM 
21 EXIT 
22 LABEL 
23 PRTPARM 
24 EXIT 
25 END 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

BEGIN 
MATPRN 
P A W  
C6ND 
C0PY 
LABEL 
SWITCH 
m m  
REPT 
MATPRN 
EX IT 
LABEL 
PRTPARM 
END 

1 

OLD SYNTAX 

NEW SYNTAX 

Finure l.- Paisinn a matrix 0 t o  the Darer R. 
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DELTA WING FLUTTER BASED ON DOUBLET LATTICE 

METHOD I N  NASTRAN" 

Howard J e w  

Lockheed E l e c t r o n i c s  Company, Inc . ,  
Aerospace Systems U i v i s i o n  

Houston, Texas 

SUMMARY 

The subsonic  d o u b l e t - l a t t i c e  method (DLM) a e r o - e l a s t i c  a n a l y s i s  i n  NASTRAN 
was s u c c e s s f u l l y  a p p l i e d  t o  produce subsonic  f l u t t e r  boundary d a t a  i n  phrameter 
space  f o r  a l a r g e  d e l t a  wing conf igu ra t ion .  Computed flow v e l o c i t y  and f l u t t e r  
frequency v a l u e s  as f u n c t i o n s  of  a i r  d e n s i t y  r a t i o ,  f low Mach number, and 
reduced frequency are t abu la t ed .  The r e l evance  and t h e  meaning of  t h e  c a l c u l a t e d  
r e s u l t s  are  d i scussed .  Seve ra l  input-deck problems encountered and overcome are 
c i t e d  w i t h  t h e  hope t h a t  t hey  may be  h e l p f u l  t o  NASTRAN Rigid Format 45 use r s .  

PARAMETER SPACE 

F l i g h t  v e l o c i t y  consider  , t i o n  and e a r t h  a tmospheric  p r o p e r t i e s  sugges t  t h a t  
subsonic  aerodynamic wing f l u t t e r  may t a k e  p l a c e  i n  l i f t i n g  f l i g h t  through dense 
a i r  ( s e e  Kuethe and Sche tze r ,  r e f e r e n c e  1 ) .  Based on atmospheric p r o p e r t i e s  
between 15-24 km (50 000 f e e t )  a l t i t u d e  and t h e  ground, t h e  dimensionless  a i r  
d e n s i t y  parameter can be  s p e c i f i e d  as fol lows:  

.12 < a i r  d e n s i t y  r a t i o  < .967 - 
r e f e r r e d  t o  sea level 

I n  subsonic  f l i g h t ,  a Mach number range can a l s o  be s p e c i f i e d :  

.25 < Mach number .95 

Another dimensionless  parameter ,  t h e  reduced frequency,  may be assigned a 
u s u a l  f l u t t e r -p roduc ing  range: 

- - 

. lo003 < reduced frequency < .200 - - 
These three-number i n t e r v a l s  form a parameter-space volume w i t h i n  some p a r t  of 
which the  d e l t a  wing could f l u t t e r .  

* This  work was performed under :?ASA Johnson Space Center c o n t r a c t  NAS 9-12200. 
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THE NASTRAN AEROELASTIC METXOD 

The organiza t ion  of  t h e  a e r o e l a s t i c  a n a l y s i s  area i n  NASTRAN is described 
by f igu re  1, which shows t h e  major program flow of a por t ion  of Rigid Format 4 5 .  

A NASTRAN so lu t ion  of t h e  f l u t t e r  equations goes through t h e  13-step 
sequence shown i n  f i g u r e  1. A s h o r t  desc r ip t ion  of t he  t h i r t e e n  (13) s t e p s  
in terms of NASTRAN a e r o e l a s t i c  program modules follows. 

Step 1 sets up t ab le s ,  s t r u c t u r a l  matrices, and geometry da t a  a f t e r  real 
eigenvalue analvs  is. 

Module APD processes the  aero  da t a  cards ,  and sets up aero tab les .  (SET1 
referenc ing  comes i n  here.) 

Modules PLOT and PLTSET form undeformed ae ro l s t ruc tu re  p lo t s .  (PLOTEL 
cards  come i n  here.)  

T Module G I  forms matr ix  Gka f o r  i n t e rpo la t ion  from s t r u c t u r a l  t o  aerody- 
namic degrees  of freedom. 
appear. ) 

(CORE SIZE l i m i t  and matr ix  s i n g u l a r i t y  may 

Module AMG obta ins  aero  matr ix  A a r e a  matr ix  S downwash matr ices  
D 1  and D2 jj’ kj ’ 
jk jk. 

Module AMP ca lcu la t e s  t h e  aero  matr ix  list corresponding t o  the  modal 
coordinates.  

Module FA1 computes mass matrix <h, s t i f f n e s s  matr ix  Ch, and looping tab le .  
(Doublet l a t t i c e  computation en te r s  a t  t h i s  point . )  

Module CEAD e x t r a c t s  complex eigenvalues and normalizes eigenvectors.  
(Hessenberg so lu t fon  en te r s  here.)  

Modules VDR and OFP prepare complex eigenvectors  and place them on sys t em 
output f i l e  f o r  pr in t ing .  

(io) Module FA2 appends eigenvalues,  e igenvectors ,  case  cont ro l ,  and V-g p lo t  
da t a  t o  appropr ia te  tab les .  

(11) Module XYTRAN prepares V-g p l o t s  under XYOUT requests, and module XYPLOT 
forms V-g p l o t s  f o r  o f f l i n e  p lo t .  

(12) Module DDRl  converts eigenvectors from modal t o  physical  coordinates.  
Module S D R l  recovers dependent components of eigenvectors and a l s o  s ingle-  
point  forces  of cons t ra in t .  
stresses f o r  output.  

Module SDR2 computes element forces  and 

1 

(13) Module PLOT obta ins  deformed p l o t s  of the  s t r u c t u r a l  and aero points .  
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DELTA WING MODEL DESCRIPTION 

In t h i s  work the  Gelta wing configurat ion is s t r u c t u r a l l y  modelled as 
i n  f i g u r e  2; aerodynamically, i t  is modelled as i n  f igu re  3. Figure 2, i n  
f a c t ,  is a 3dimens iona l  f i gu re ,  d t h  only the  top  of t he  wing shown f o r  
sake of c l a r i t y .  
double d e l t a ,  a f l a p ,  and an a i le ron .  Furthermore, f i g u r e  3 shows r e spec t ive  
t rapezoidal  boxes of t he  four panels used t o  represent  d e l t a  1 (boxes 131-108), 
d e l t a  2 (109-144), f l a p  (145-154), and a i l e ron  (155-166). The wing s t r u c t u r e  
is represented by 

It should be noted t h a t  t h e  modelled wing c o n s i s t s  of a 

18 q u a d r i l a t e r a l  I anes 
1182 rods 

657 shear  elements 

508 gr id  poin ts  
191 p lo t  elements 

90 t r i angu la r  membranes 

4 s p l i n e s  

together  with t h e i r  respective phys ica l  p rope r t i e s  and geometric coordinates.  

RUN-DECK PROBLEMS 

The seve ra l  deck-associated problems found and eliminated are i d e n t i f i e d  
i n  f i g u r e  1, next t o  the  modules where they were found. 

0 FLUTTER card spec i f ied  sur face  sp l in ing  when l i n e a r  sp l in ing  was needed; 
S was changed t o  L i n  f i e l d  7. 

0 EIGC card i n  c o n f l i c t  with FLUTTER card; number of e igensolut ions d idn ' t  
agree with number of eigenvectors;  a weakness i n  t h e  Hessenberg method was 
strengthened by s e t t i n g  t h e  number of e igenvectors  equal t o  the minimum of 
the  number of des i red  eigenvectors (on FLUTTER) and the number of eigen- 
vectors  found (on EIGC). 

1 

SET1 referencing,  i n s u f f i c i e n t  core  f o r  sp l ln ing ,  and XIPLOT p e c u l i a r i t y  
are r e a l l y  extra-deck problems found; they are beyond the  scope of t h i s  paper, 
but t h e i r  so lu t ions  were accomplished by Howard Jew and Edward H e s s ,  a t  Lockheed 
Electronics  Company, Inc. 
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FLUTTER COMPUTATION 

1 

The d o u b l e t - l a t t i c e  method i n  NASTRAN is adequately desc r ibed  i n  Doggett 
aiid J h r d e r  ( r e f e r e n c e  2). Computation modularly goes through t h e  13-module 
package shown i n  f i g u r e  1. 
a t  the Johnson Space Center  and Lockheed, Houston, u s ing  t h e  UNIVAC-1110 
computer, and running on NASTRAN Level 15.6.4s. 

F l u t t e r  r e s u l t s  f o r  t h e  d e l t a  wing were ob ta ined  

F i r s t  a checkpointed co ld  s tar t  w a s  mede, t a k i n g  about 30 minutes SUP time. 
Subsequent runs,  going through v a r i o u s  p o i n t s  w i t h i n  t h e  parameter s p a c e  
volume domain c i t e d  above, were made as restarts from t h i s  s i n g l e  checkpointed 
run, each restart  f i n i s h i n g  i n  about 29 minutes  SUP t i m e .  

Althougn numbers en te red  t h e  computer r u n  deck i n  Engl ish u n i t s ,  t h e  
r e s u l t s  were converted t o  t h e  I n t e r n a t i o n a l  System of  Un i t s  f o r  p r e s e n t a t i o n  
i n  t h i s  paper. 

FLUTTER RESULTS 

Table 1 summarizes t h e  a v a i l a b l e  f l u t t e r  boundary .lata of t he  de l t a  wing 
f o r  p o i n t s  i n  a parameter space subvolume having a i r  d e n s i t y  ra t io ,  flcid 
Mach number, and reduced frequency coord ina te s .  The c o r r e s p m d i n g  dependent 
q u a n t i t i e s  are t h e  c r i t i c a l  f low v e l o c i t y  i n  meters/sec and t h e  c r i t i c a l  
f l u t t e r  frequency i n  Hz. For example, i n  row 7 of t a b l e  1, a t  a i r  d e n s i t y  
ra t io  = .967, Mach number = .70, and reduced frequency = .200, t h e  d e l t a  
wing, i f  flown, would f l u t t e r  a t  frequency of 2.89 Hz f o r  flow speed of 194 
m/sec. 

Figure 4 i l l u s t r a t e s  a t y p i c a l  damping c o e f f i c i e n t  as f u n c t i o n  of f low 
v e l o c i t y  f o r  v a r i o u s  reduced f r equenc ie s  (k). For t h e  k = .200 cu rve ,  t h e  
two v a l u e s  of flow v e l o c i t y  a t  which t h e  damping c o e f f i c i e n t  v a n i s h e s ,  a r e  
c r i t i c a l  f low i r e l o c i t i e s  219 and 283 meters pe r  secoad as  shown i n  t a b l e  1. 
A t  (.967, .45, .200) t h e  d e l t a  wing would f l u t t e r  a t  a frequency of  3.25 Hz 
f o r  a f low speed of 219 m/sec. However, a t  (.967, .45, .200) ,  w i t h i n  t h e  
f low speed range of 219 t o  283 m/sec, any small d i s t u r 5 a n c e  on t h e  d e l t a  
wing would be aerodynamically amplif ied and d e s t r o y  t h e  wing i f  unchecked. 
(.967, . 4 5 ,  .200), f o r  f low speed < 219 m/sec and > 283 m/seL, any small 
d i s t u r b a n c e  on t h e  wing would be aerodynamically damped. 
words, a t  (.96?, .45, ,200) t h e  range of f low speed between 219 and 283 d e t e r s  
per second is u n s t a b l e  and small d i s t u r b a n c e s  could bu i ld  up through the  
mechanism of t h e  f l u t t e r i n g  wing cont inuously absorbing energy from t h e  a i r  
stream (c f .  Fung, r e f e r e n c e  3 ) .  

A t  

I n  o t h e r  

1 
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Figure 5 i l l u s t r a t e s  f l u t t e r  frequency a s  a funct ion of flow ve loc i ty  
f o r  var ious reduced frequencies.  This is the  companion f i g u r e  t o  f igu re  4. 
Note t h a t  these  frequency curves a r e  a l l  near ly  l i n e a r  funct ions of flow 
ve loc i ty .  On the  o the r  hand, damping coe f f i c i en t  is a nonl inear  funct ion of 
flow ve loc i ty ;  see f igu re  4 curves. 
flow ve loc i ty  may be estimated from a very few points .  
p red ic t ions  of damping coe f r f c i en t  as a funct ion of flow ve loc i tv  cannot be made. 

The f l u t t e r  frequency as a funct ion of 
However, r e l i a b l e  

CONCLUDING R W X S  

Q Delta wing f l u t t e r  i n  t h e  scbsonic range could take p lace  i f  the  wing were 
flown, f o r  a length  of time, in s ide  the  f l u t t e r  parameter space subvolume 
covered by t a b l e  1. 

0 Critical  f l u t t e r  frequency va lues  summarized i n  t a b l e  1 a r e  w e l l  wi thin the  
expected range of 1-15 Hz for l a rge  wings. 

The f l u t t e r  frequency r e s u l t s  (see f i g u r e  5) appear not  only reasonable 
but a l s o  cons i s t en t ,  i nd ica t ing  t h a t  a good f l u t t e r  ca l cu la t ion  has been 
achieved using t h e  DLM i n  NASTRAN. 
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Figure 2. - Structural model of delta wing. 
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NASTRAN MODELING AND ANALYSIS OF RIGID 
AND FLEXIBLE WALLED ACOUSTIC CAVITIES 

Joseph A. Wolf, Jr., and Donald J. Nefske 
Research Laboratories 

General Motors Corporation 
Warren, Michigan 

SUMMARY 

The acoustic slot elements, CSLOTi, have been ipplied to analyze two- 
dimensional enclosures with fixed or moving boundaries. 
been utilized to compute (a) the acoustic natural modes and frequencies of 
a rigid walled enclosure and (b) the sound pressure at any point inside an 
enclosure when the surrounding walls are forced to vibrate. Applications to 
an automobile passenger compartment illustrate the technique. 

The capability has 

The axisymmetric fluid elements, CFLUIDi, have been used in conjuncticn 
w2:h a suitable choice of symmetry planes and a model of the surrounding 
structure to approximate a two-dimensional enclosure with flexible walls. The 
enclosure walls are modeled using finite elements or structural modes. 
Illustrative examples inciude a comparison of rectangular cavity modes with 
those calculated using the acoustic slot element and the free vibration modes 
of two enclosures coupled through a flexible rectangular panel. 

INTRODUCTION 

Modification of the NASA Structural Analysis (NASTRAN) prograu f o r  
connected slot acoustic analysis was first discussed by Herting et al. (Ref. 1) 
at the 1971 NASTRAN Users' Colloquium. This capability was later included 
in NASTRAN, along with an axisymmetric hydroelastic model, as documented in 
the NASTRAN Theoretical and User': 'Ianuals (ReEs. 2 and 3 ) .  The capability 
provided for therein includes rigid or moving wall two-dimensional slot 
models and rigid, moving, or elastic wall axisymetric models. 

The present paper describcs some adaptations of this acoustic analysis 
capability which have not been described in the NASTRAN documentation, and it 
illustrates these adaptations through applications to some problems of 
practical interest. Examp.es include calculation of acoustic modes and 
frequencies for irregularly shaped cavities, calculation of frequency response 
for piston-like wall excitation of an acoustic cavity slot-model, use of 
axisymmetric hydroelastic elements to approximate a two-dimensional cavity 
with f lexillle walls, and modeling of cavities coupled through flexible panels. 
The imp --.tation is within the present NASTRAN framework and involves no 
new c 1  L, cr rigid format alterations. 
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ACOUSTIC FINITE ELEMENT MODELING WITH THE CSLOTi ELEMENT 

The acoustic slot-element capability of NASTRAN was originally developed 
by Herting et al. (Ref. 1) and is described in Section 16.2 of the Theoretical 
Manual (Ref. 2)  and Section 1.9 of the User's Manual (Ref. 3). While the slot 
elements -- CSLOT3 (a triangular element) and CSLOT4 (a quadrilateral element) 
-- were originally intended for analyzing slotted regions which extend radi- 
ally outward from a central core (such as the lobes of a rocket motor cavity), 
it has been mted that "The slot elements can also be used . . . to solve 
both static and dynamic two-dimensional potential problems including, in 
addition to acoustic problems, fluid flow, heat conduction, gravity waves in 
shallow water, electrical wave transmission, etc." (Ref. 2 ,  p. 16.2-2). 
However, the implementation of these elements to treat such two-dimensional 
problems has not been discussed in the NASTRAN documentation, and the purpose 
of this paper is to describe such an application to treat one of these 
problems -- namely, the acoustics of two-dimensional, irregularly shaped 
enclosures with rigid or moving walls. 
elements is illustrated for computing (a) the acoustic natural modes and 
frequencies of a rigid walled enclosure (Normal Modes Analysis) and (b) the 
sound pressure at any point inside an enclosure when the surrounding walls 
are forced to vibrate (Direct Frequency Response). Examples include applica- 
tions to the automobile passenger compartment. 

Specifically, the use of the slot 

NORMAL MODES ANALYSIS 

Rigid Format number 3 -- Normal Modes Analysis -- can be used to extract 
the acoustic natural modes and frequencies of a slot-element model of the 
cavity. The bulk data cards which are required to implement this capability 
include: 

Card Purpose 

AXSLOT parameter definition 
GRIDS scalar point specification 
CSL@T3, CSLOT4 element definition 
E IGR eigenvalue extraction technique 

Plots of the finite element model may be obtained by usitig the standard 
NASTRAN plot request case control cards, with the exception of the card "SET 
n INCLUDE PLOTEL" (n = set number) which must be included. 

To investigate the convergence of the slot element svlution, computed 
eigenfrequencies for a one-dimensional tube with closed ends have been com- 
pared with the exact solution, and the results of this investigation are 
shown in Figure 1. The percentage error in the computed frequency can be 
deduced to be proportional to (n/N)2 where n is the mode number and N is the 
number of elements used. These results can be applied to an irregularlv 
shaped enclosure to estimate the number of elements required in a particular 
direction in order t o  attain a desired degree of accuracy of a particul,3r mode. 
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For example, one can estimate that accuracy to within 10 percent can be ob- 
tained for the first four modes in a particular direction by using abmt ten 
elements in that direction. 

Figure 2 illustrates the application of the slot elemenis to analyze an 

The computed resonant frequencies ard the nodal lines 
irregularly shaped enclosure, namely an automobile passenger compartment of 
the "hatchback" type. 
for the lowest four modes are shown in Figure 3 for the compartment completely 
closed (for comparison, see similar cornputations reported in Refs. 4 C 5 )  and 
also for the compartment with the hatch open. (An open portion of the boundary 
can be modeled by applying single point constraints at the boundary GBIDS 
points.) The modes shown in the figure are analogous to the modes which occur 
in the tube except for the effects introduced by the irregular boundary shape. 
The open hatch configuration reduces the fundamental frequency, analogous to 
what occurs when one end of the closed-closed LuLe is opened, although in 
this case the fundamental frequency is not halved as it is for the tube. The 
figure shows some comparisons of the computed frequencies with experimentally 
obtained frequencies, and the agreement csn be seen to be quite favorable. 

DIRECT FREQUENCY RESPONSE 

Rigid Format number 8 -- Dircct Frequency and Random Response -- can be 
used to compute the sound pressure at the gridwork of points of the finite 
element model, t o r  prescribed vibration input at the boundary. This capability, 
while not described in detail in the NASTRAN documentation, is alluded to on 
p. 1.9-2 of the User's Manud (Ref. 3) by the statement, "Dynaric load cards . . . may be introduced to account for special effects." 
RLOAD2 card with the slot-elements is described for the purpose of making 
direct frequency response computations of the acoustic sound pressure inside 
an enclosure. 

Here the use of the 

The complete list of bulk data cards which are required includes: 

Card 

AXSLOT 
GRIDS 
CSLOT3, CSLOT4 
RLOADZ 
DAREA 
DPHASE 
FREQ 1 
TABLED4 

Purpose 

parameter definitipn 
scalar point specification 
element definition 
boundary condition specification 
vibration modeshape specification 
vibration phase specification 
vibration frequency specification 
vibration type specification 

1 

I 

To prescribe a vibration of the boundary, the KLOAD2 card is used to specify 
DAREA and DPHASE cards which are applied directly to the GRIDS points de- 
fining the boundary. The DAREA cards specify the modeshape of the vibration, 
and the DPHASE cards specify the phase of the vibration. The FREQl card 
determines the frequencies at which the computations are made, and the TABLED4 
car,' specifies the type of modeshape (i.e,, acceleration o r  displacement) being 
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input .  
t i o n  modeshape, and s p e c i f y i n g  emly an f 2  dependence (f = frequency) i n d i c a t e s  
a displacement modeshape. 

Specifying only  a c o n s t a i t  on t h e  TABLED4 card  i n d i c a t e s  an acce lera-  

Figure 4 i l l u s t r a t e s  t h e  scheriie which has  been used f o r  d i s c r e t i z i n g  t h e  
The scheme lumps t h e  area i n  reg ion  modeshape f o r  prepar ing  t h e  DAREA c a r d s .  

I on t h e  DAREA card  f o r  GRIDS p o i n t  1, t h e  a r e a  i n  region I1 on t h e  D r W  card  
f o r  GRIDS p o i n t  2, etc. ,  where t h e  areas are def ined  b.1 t h e  b i s e c t o r s  of t h e  
d i s t a n c e s  between t h e  p o i n t s .  
s p e c i f i e d  on t h e  AXSi,OT card .  

For t h i s  scheme, width = 1 is assumed to  be 

F igure  5 shows a t y p i c a l  z p p l i c a t i o n  of t h i s  c a p a b i l i t y  t o  c m p u t e  t h e  
sound p r e s s u r e  i n s i d e  an automobile passenger  compartment when t h e  back wind- 
s h i e l d  is v i b r a t i n g  i n  a prescr ibed  modeshape with a p r e s c r i b e d  a c c e l e r a t i o n .  
The f i g u r e  i l l u s t r a t e s  t h e  a p p l i c a t i o n  which involves  computing t h e  p r e s s u r e  
PA a t  p o i n t  A when a ha l f - s ine  a c c e l e r a t i o n  modes!iape is prescr ibed .  T h e  
response a t  A as a f r a c t i o n  of pane l  frequency i can be obta ined ,  and a p l o t  
of t h e  s o l u t i o n  i s  also shown i n  t h e  f i g u r e .  Tl-e f requencies  f , ,  f, ,  f 3 ,  . . . 
a t  which t h e  response becomes i n f i n i t e  are t h e  a c o u s t i c  resonant  f requencies  
of t h e  compartment which can be computed as descr ibed  above under "Normal 
Modes Analysis.  " 

ACOUSTIC FINITE ELEMENT MODELING WITH THE 
CFLUIDi ELENEEIT -- APPROXIMATION OF PLAXE PROBLEM 

I n  a d d i t i o n  t o  possess ing  t h e  r i g i d  and moving boundary modeling capabi l -  
i t ies  of t h e  s l o t  element,  t h e  a x i s p e t r i c  element map b e  connected t o  
s t r u c t u r a l  elements to provide f l e x i b l e  boundary models. 
of o v e r a l l  geometry and of f l u i d  symmetry p lanes ,  t h e  CFLUIDi elements may be 
used t o  approximate a two-dimensional c a v i t y  and t h u s  provide a f l e x i b l e  
w a l l  c a p a b i l i t y  n o t  o therwise  a i ra i lab le  3- NASTRAN. Refer r ing  t o  F igure  6,  
we see t h a t  i f  t h e  r a d h s  & is s u f f i c i e n t l y  l a r g e ,  and t h e  angle  A 4  is s u f f i -  
c i e n t l y  s m a l l ,  t h e  r e s d t i n g  t h i n  s l i c e  can be made as c l o s e  t o  a c a v i t y  of 
uniform depth as  des i red .  The f r a c t i o n a l  d i f f e r e n c e  i n  depth,  *,d/d, is  g iven  
by h/&. Thus f o r  a c a v i t y  depth v a r i a t i o n  of ' 1': from nomirial ,  one would 
select  Ro = 50 h. To complete t h e  two-dimensional analogy, one assumes t h a t  
t h e  f l u i d  motion normal t o  t h e  c r o s s  s e c t i o n  is n e g l i g i b l e  compared wi th  t h e  
in-plane components. I n  t h e  NASTRAN model ,  t h i s  is accomplished by s e l e c t i n g  
a NOSYM v a l u e  of NO, and inc luding  only  N 1  = 0 ( z e r o t h  harmonic) i n  t h e  har- 
monic numbers f o r  s o l u t i o n  on t h e  AXIF card .  To c o r r e c t l y  model t h e  i n t e r a c -  
t i o n  terms, a FLSYM card  is included,  w i t h  an even i n t e g e r ,  M = 360°/b$, and 
s1 = s2 = s. 

By a j u d i c i o u s  choice 

The inf luence  of t h e  out-of-plane curva ture  on t h e  a c o u s t i c  resonances 
is i l l u s t r a t e d  using a 2 .0  by 1.1 m r e c t a n g u l a r  c a v i t y  prev ious ly  d i s c  :%sed 
by Shuku a3d f s h i h a r a  (Ref. 4). The model chosen contained an 8 by h mesh 
of rec tangular  d c o u s t j c  elements.  R e s u l t s  are presented i n  Table I f o r  t h r e e  
va lues  of %, along w i t h  resuLts  f o r  t h e  NASTRAN s l o t  element and t h e  exac t  
a n a l y t i c a l  resbits.  Even f o r  a depth v a r i a t i o n  of 222% (% = 2.31 h j ,  t h e  
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f i r s t  f o u r  c a v i t y  f r e q u e n c i e s  are w i t h i n  one-half percent  of t h e  s l o t  r e s u l t s  
and w i t h i n  f i v e  pe rcen t  of  t h e  t h e o r e t i c a l  v a l u e s ,  as p r e d i c t e d  i n  Figure 1. 

FLEXIBLE WALL MODELING 

A sample axisyannetric h y d r o e l a s t i c  model ir ,cluding s t r u c t u r a l  boundaries  
is d i scussed  i n  s e c t i o n  1.7.5 of Ref. 3. For t h e  a p p l i c a t i o n s  included 
he re in ,  t h e  model i s  nominally two-dimensional as  f a r  as t h e  f l u i d  i s  con- 
cerned. With t h i s  assumption t h e  model may be a p p l i e d  as w e l l  t o  i r r e g u l a r  
c a v i t i e s  of uniform c r o s s  s e c t i o n ,  w i th  any type  of boundary s t r u c t u r e .  As 
befo re ,  t h e  f l u i d  motion i s  r e p r e s e p t e d  by i t s  z e r o t h  harmonic, and t h e  
coupl ing between boundary and f l u i d  is obtained on t h e  b a s i s  of i n c l u d i n g  more 
than one s t r u c t u r a l  g r i d  (GRIDB) p e r  f l u i d  r i n g  boundary (RINGFL). I f  a11 a l t e r -  
n a t z  s o l u t i o n  is d e s i r e d ,  r e q u i r i n g  higher  f l u i d  harmonics ( t o  iiicludc. tht! 
e f f e c t  of  t rnnsve r se  c a v i t y  modes, f o r  example), t-he l i m i t  N < 100 011 the AXIF 
card rcust  be modified somehow i n  t!ic code ,  f o r  w i t h  t!ie t h i n  s l i c e  concept used 
he re ,  t h e  first t r a n s v e r s e  ( c i r c u m f e r e n t i a l )  symmetric harmonic would have a 
harmonic number exceeding t h i s  l i m i t .  For example, w i t h  Ro = 50 h and d = h 
(see F igure  6 f o r  geometry), A$ = 1.13" and M = N = 318. 

The boundary s t r u c t u r e  may be modeled by us ing  t h e  v a r i o u s  NASTRAN p l a t e ,  
beam, etc. e lements ,  o r  by means of s t r u c t u r a l  modes, u s ing  MPC e q u a t i o n s  
and modal mass and s t i f f n e s s  p r o p e r t i e s  as  desc r ibed  i n  s e c t i o n  1 4 . 1  of Ref . 
When d e s i r e d ,  f o r c i n g  f u n c t i o n s  a t  t h e  wal l  may be  expressed i n  terms of t i r h L  
varying l o a d s  a t  one o r  more 1oc:ations o r  i n  terms of a p r e s c r i b e d  a c c e l e r a t i m  
h i s t o r y  a t  one o r  more l o c a t i o n s .  The l a t t e r  is accomplished by t h e  u s u a l  
a r t i f i c e  of adding a l a r g e  mass a t  each fo rced  p o i n t  and then applying a t i m e  
varying f o r c e  whose magnitude is determined from Newton's second l a w  of motion 
t o  g i v e  t h e  d e s i r e d  a c c e l e r a t i o n .  

MULTIPLE CAVITY MOCEL;'.C 

There are many i n t e r e s t i n g  t e c h n i c a l  p x b J a s  w>i.r,? i nvo lve  a c o u s t i c  
c a v i t i e s  coupled through f l e x i b l e  pane l s .  P r e v ' m s  s;?-:: f n  t h i s  area (Refs. 5 
and 6, f o r  example) has  u s u a l l y  e n t a i l e d  t h e  dr r e h p w q c  of s p e c i a l  f i n i t e  
element computer codes. The ex tens ion  of t h e  p re sen t  modeling technique t o  
encompass t h e  a n a l y s i s  of t h i s  problem area w i t h i n  NASTRAN is concep tua l ly  
s t r a i g h t f o r w a r d ,  a l b e i t  somewhat t ed ious .  

I 

What is requ i r ed  i s  t h e  d e f i n i t i o n  of a second f l u i d - s t r u c t u r e  boundary 
f o r  each coupl ing p a n e l ,  a long w i t h  t h e  necessa ry  c o n s t r a i n t  equa t ion  t y i n g  
t h e  two boundaries  t o g e t h e r .  
s chemat i ca l ly  ir Figure 7 .  Simple r i g i d  l i n k  type MPC equa t ions  are s u f f i c i e n t  
t o  t i e  t h e  boundaries  t o g e t h e r .  A t  t h e  user's convenience,  dcpmding  upon t h c  
prev'ous modeling e f f o r t ,  t h e  i n t e r v e n i n g  p l a t e s  may be de f ined  t o  a t t a c h  t o  
one set of GRIDB p o i n t s ,  o r  a l t e r n a t i v e l y ,  t h e  p l a t e  elements may be de f ined  
r e l a t i v e  t o  a set of GRID p o i n t s ,  t o  which boi-h sets  of GRLDB p o i n t s  a r e  

Two ways of accomplishing t h i s  are shown 
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connected v i a  MPC equat ions.  
i d e n t i c a l .  
dary are coinc ident  i n  a given R-Z plane and are l o c a t e d  on t h e  pane l  mid- 
plane.  I f  d e s i r e d .  t h e  coupl ing panel  may b e  modeled us ing  its v i b r a t i o n  
modes, as discussed earlier. 

The r e s u l t i n g  mass and s t i f f n e s s  terms are 
Note t h a t  t h e  coupled RINGFL and GRID elements d e f i n i n g  t h e  boun- 

To i l l u s t r a t e  t h e  technique, t h e  free v i b r a t i o n  modes of two equal ly  
s i z e d  enc losures  coupled through an in te rvening  f l e x i b l e  pane l  are calcu-  
l a t e d  and com2ared wi th  t h e  r e s u l t s  of Reference 6. 
model is shown i n  F igure  8 .  
c = 344.4 m / s  and t h e  d e n s i t y  = 1.225 kg/m3. For t h e  aluminum p l a t e ,  t h e  
th ickness  = 3.2 mm, t h e  d e n s i t y  = 2865 kg/m3, t h e  modulus of e l a s t i c i t y  = 
493 MPa and Poisson 's  r a t i o  = 1/3. 
depth d i r e c t i o n  m d  was simply supported on all edges. 

The f i n i t e  element 
For t h e  a i r  i n  t h e  c a v i t i e s ,  t h e  speed of sound 

The p l a t e  model had f o u r  elements i n  t h e  

As a check, t h e  uncoupled c a v i t y  and p l a t e  n a t u r a l  f requencies  have been 
c a l c u l a t e d  and are presented  i n  Table  If, along w i t h  t h e  r e s u l t s  of t w o  
a l t e r n a t e  s o l u t i o n s .  The f i rs t  f i v e  n a t u r a l  f requencies  are w i t h i n  four  
percent  of t h e  t h e o r e t i c a l  values .  The r e s u l t s  f o r  t h e  coupled system are 
compared i n  Table 111 with  t h e  va lues  publ ished i n  Reference 6 .  The d i f -  
fe rence  i n  f requencies  is e i g h t  percent  o r  less f o r  t h e  first seven modes. 
The f i r s t  t h r e e  mode shapes are shown i n  F igure  9 and i l l u s t r a t e  t h e  expected 
s t ruc tura l -acous  t i c  i n t e r a c t i o n .  

CONCLUDING REMARKS 

As i n  o t h e r  areas of use,  t h e  f l e x i b i l i t y  and reduridanc; i n h e r e n t  i n  t h e  
NASTRAN code p e r m i t  the a d a p t a t i o n  of t h e  a c o u s t i c  and h y l r o e l a s t i c  modeling 
c a p a b i l i t y  t o  s e v e r a l  i n t e r e s t i n g  a p p l i c a t i o n s  not  envis ioned i n  t h e  program 
documentation. The d i s c u s s i o n  and examples included h e r e i n  are i n d i c a t i v e  of 
t h e  p r a c t i c a l  s t r u c t u r a l - a c o u s t i c  problems which may be analyzed using NASTRAN. 
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NASTRAN Axiqmmetric Model 

R, = 23.1 h 

85.55 85.55 85.55 

159.30 158.55 158.55 

174.40 174.40 174.40 

184.68 184.00 184.00 

R, = 2.31 h Ro = 138.5 h 
~ --- 

- ~- 

- 

I 

NASTRAN 
Slot 

Model Theory 

85.55 85.00 

158.54 154.55 

174.40 170.00 

183.99 176.38 

TABLE I 

Theory 

273 

289 

357 

371 

4 59 

- 

--- ---.. 

-_--- 

NATURAL FREQUENCIES I N  HERTZ FOR A 2.0 BY 1.1 m RECTANGULAR CAVITY 

(Ca lcu la t ions  Based on c = 340 m / s )  

Modal D e s c r i p t i o n  

p ( l , l ) .L :  F i r s t  P l a t e  Mode 

C(l,O)*: F i r s t  Long i tud ina l  Cavi ty  Mode 

C (0,l) * : F i r s t  Transverse Cavi ty  Mode 

P(2 ,1) . t :  Second P l a t e  Mode 

C(l,l)*: F i r s t  Mixed Cavi ty  Mode 

----- 

- 

_I_--. 

I 

Nodel 

Model Ref. 6 

274 273 

293 289 

360 756 

366 373 

477 460 

NASTRAN of 

- -- 

-- 

- 

---- A -- 

Cavity 
Mode 

190 

1 

TABLE I1 

NATURAL FREQUENCIES I N  HERTZ FOR LNCOUPLED TWO CAVITY SYSTEM 

LPL;ite simply suppor t -ed  ;it t i 1 1  boundaries. 
*Pairs of modes w i t h  equa l  f r e q u e n c i e s  o c r u r  i n  t h e  uncoupled sys tem.  
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Model 
Mode NASTRAN of 

Number Desc r ip t ion*  Model Ref. 6 

1 C(1,O) p l u s  P ( 1 , l )  in phase 262 243 

2 C(l,O), no p l a t e  mode 293 289 

3 C(1,O) p l u s  P ( 1 , l )  o u t  of phase 30 I 312 

4 C ( 1 , l )  p l u s  P ( 2 , l )  i n  phase 348 3 36 

5 C(O,l) ,  no p l a t e  mode 360 356 

6 C(1 , l )  p l u s  P ( 2 , l )  ou t  of phase 373 377 

- -- 
- -- - 

- - 

- 

- 
- 

7 C(1,1) ,  no p l a t e  mode 477 460 ---- - 

TABLE 111 

NATURAL FREQUENCIES I N  HERTZ FOR COUPLED TWO CAVITY SYSTEM 

I 

*The d e s c r i p t i o n  ''in phase" i n d i c a t e s  t h a t  t h e  p r e s s u r e  d i f f e r e n c e  a c r o s s  t h e  
p l a t e  appea r s  t o  produce t h e  p l a t e  motion. 
p l a t e  motfon appears  t o  produce f l u i d  ove r  (under) p r e s s u r e  (see a l s o  
Figure 9). 

"Out of phase" i n d i c r '  2s t h a t  Lhe 

c 
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FIG. 2 FINITE ELDlENT FIODEL OF AUTOMOBILE PASSENGEK 
COMPARbiEK'l' OF THE MATCHBACK TYPE 
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HATCH CLOSED 

i /NODAL LINE 
\ (pressure = 0) 

\ 

(a) 68 Hz (60 HZ D(P.1 

(c) 152 Hz (135 Hz EXPI 

(d) 179 ttz 

HATCH OPEN 

I 1 

i I 

(a) 40 Hz 

(b) 106 Hz 

(c )  160 Hz 

(d: 195 tiz 

FIG. 3 ACOUSTIC RESONANT MODES Ah.) FREQUENCIES OF 
PASlcCNGER COMPARTMENT ENCL3SURE (EX PER IMENTAL 
FREQUENCIES ARE SHOWN IN PARENTHESES. FOR 
COMPUTATIONS c = 341 METERS/SEC.) 
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FIG. 5 FREQUENCY RESPONSE COMPUTATICJIW OF THE 
SOUND PRESSURE AT THE FRONT PASSENGER 
EAR POSIT ION 
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F I G .  6 USE OF AXISYMMETRIC ELEMENT TO APPROXIMATE 
A RECTANGULAR CAVITY 
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KEY: 

R 1 
FLUID RING MESH POINT (RINGFL) 

BOUNDARY GRID POINT (GRIDB) 

STRUCTURAL GRID POINT (GRID) 

FLEX1 BLE BOUNDARY ELEMENT 

FLUID ELEMENT 

CONSTRAINT M P C )  

DENOTES COI NC I DENT 
POINTS 

- R  

I I 

FIG. 7 NASTRAN MODELING OF CAVITIES COUPLED 
THROUGH A FLEXIBLE BOUNDARY 
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1 - 1  I ( + I  

(a) FI RST MODE - 262 HZ 
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I 
I 
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I + )  I ( - 1  
I 
I 
I 
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(b) SECOND MODE - 293Hz 

I 
I 
I 
I 
I 
I 
I 
I 

I 
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(c) THIRD MODE - 307 HZ - ALUM INUM PANEL 
----- NODAL LINE (ZERO CHANGE IN PRESSURE) 
( + 1 , ( - 1 I iElATlVE SIGN OF OVER (I'?.IDER) PRESSURE 

I 

FIG. 9 THREE MODES OF COUPLED IWO CAVITY SYSi'EM 
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